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ABSTRACT: Using a set of oscillator strengths and excited-state dipole moments
of near full configuration interaction quality determined for small compounds, we
benchmark the performances of several single-reference wave function methods
[CC2, CCSD, CC3, CCSDT, ADC(2), and ADC(3/2)] and time-dependent
density-functional theory (TD-DFT) with various functionals (B3LYP, PBE0,
M06-2X, CAM-B3LYP, and ωB97X-D). We consider the impact of various gauges
(length, velocity, and mixed) and formalisms: equation of motion versus linear
response, relaxed versus unrelaxed orbitals, and so forth. Beyond the expected
accuracy improvements and a neat decrease of formalism sensitivity when using
higher-order wave function methods, the present contribution shows that, for both
ADC(2) and CC2, the choice of gauge impacts more significantly the magnitude
of the oscillator strengths than the choice of formalism and that CCSD yields a
notable improvement on this transition property as compared to CC2. For the
excited-state dipole moments, switching on orbital relaxation appreciably improves
the accuracy of both ADC(2) and CC2 but has a rather small effect at the CCSD level. Going from ground to excited states, the
typical errors on dipole moments for a given method tend to roughly triple. Interestingly, the ADC(3/2) oscillator strengths and
dipoles are significantly more accurate than their ADC(2) counterparts, whereas the two models do deliver rather similar absolute
errors for transition energies. Concerning TD-DFT, one finds: (i) a rather negligible impact of the gauge on oscillator strengths for
all tested functionals (except for M06-2X); (ii) deviations of ca. 0.10 D on ground-state dipoles for all functionals; (iii) strong
differences between excited-state dipoles obtained with, on the one hand, B3LYP and PBE0 and, on the other hand, M06-2X, CAM-
B3LYP, and ωB97X-D, the latter group being markedly more accurate with the selected basis set; and (iv) the better overall
performance of CAM-B3LYP for the two considered excited-state properties. Finally, for all investigated properties, both the
accuracy and consistency obtained with the second-order wave function approaches, ADC(2) and CC2, do not clearly outperform
those of TD-DFT, hinting that assessing the accuracy of the latter (or selecting a specific functional) on the basis of the results of the
former is not systematically a well-settled strategy.

1. INTRODUCTION
The accurate modeling of electronically excited states (ESs)
remains one of the main goals pursued by theoretical and
computational chemists.1−11 Indeed, theory is often required
to support or complement photophysical and photochemical
experiments, whose results are typically analyzed on the basis
of both empirical models and first-principles calculations.
Along the years, thanks to the fantastic development and
implementation efforts of many research groups around the
world, several ab initio methods have become applicable to
chemically relevant problems, and one can highlight the well-
established time-dependent density-functional theory (TD-
DFT) formalism,3,12,13 the second-order algebraic diagram-
matic construction [ADC(2)] scheme for the polarization
propagator,14−17 the second-order approximate coupled-cluster
(CC2) method,18 as well as the emerging Bethe Salpeter
equation (BSE/GW) formalism,10,19−21 and the similarity-
transformed equation-of-motion coupled-cluster with singles
and doubles (STEOM-CCSD) method22,23 as black-box

single-reference methods able to deliver ES energies and
properties for rather large compounds in complex environ-
ments. However, none of these five methodologies is able to
yield chemically accurate excitation energies, that is, average
absolute errors smaller than 1 kcal·mol−1 (or 0.043 eV).11

Additionally, the computationally most efficient approach,
namely TD-DFT, is plagued by a significant dependency on
the selected exchange−correlation functional (XCF) in its
traditional adiabatic formulation.4

Another noteworthy issue is that theoretical calculations
must be both accurate enough and deliver data allowing
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meaningful comparisons with measurements. This is a
significant difficulty, as the most directly accessible theoretical
quantities, that is, the vertical excitation energies (VEEs), have
no direct experimental equivalents. Therefore, the sets of
theoretical best estimates (TBEs) of VEEs proposed by Thiel
and co-workers,24−26 and by some of us,27−30 have been
mostly used to benchmark lower-order methods but do not
pave the way to straightforward theory-experiment compar-
isons. To lift this difficulty, the obvious choice is to focus on
the so-called 0−0 energies,31−34 but this requires computing
ES vibrations, which is computationally expensive. In addition,
comparisons between measured and predicted 0−0 energies
are often limited to the lowest ES and still provides an almost
purely energetic probe. Indeed, it has been evidenced that the
accuracy of the selected structures and vibrations is rather
irrelevant in the final theoretical estimate.32,33

Even for ground states (GSs), it has been argued that such
an energetic metric provides only a rather incomplete
assessment of the pros and cons of any specific method. For
example, a Kohn−Sham DFT energy can be accurate even if
the underlying density is inaccurate.35 As stated by Hait and
Head-Gordon, molecular dipoles are, despite their intrinsic
limitations, handy and valuable quantities for probing the
quality of the density (or wave function).36,37 In an ES
framework, one may use not only the ES dipole moments
(μES) but also the oscillator strengths ( f) or other transition-
related quantities to estimate the quality of ES wave functions
or densities. Advantageously, both f and μES can be measured
experimentally, although the accuracy of such measurements
clearly depends on both the nature of the ES and the
experimental technique, as we discussed in the introduction of
an earlier work.38

To allow well-grounded benchmarks of ES properties, we
have recently developed a set of theoretical μES and f values of
(near) full configuration interaction (FCI) quality for a
significant set of small molecules and ESs.38 To attain near-
FCI quality, we systematically increased the excitation degree
of the coupled-cluster (CC) expansion up to quintuples (i.e.,
CCSDTQP) using a series of increasingly large correlation-
consistent atomic basis sets including diffuse functions so as to
be as close as possible from both radial and angular near-
completeness.39 The goal of the present work is to use these
reference data (as well as new additional values computed for
the present study) to benchmark a large set of wave function-
and density-based approaches for f and μES.
In assessing theoretical models for these two ES properties,

an additional complexity comes from the fact that various
“options” are available to compute these, which is not the case
for VEEs. First, the actual value of the oscillator strength
naturally depends on the gauge of the interaction operator
between the quantum system and the applied periodic field,
and these quantities can be determined in the so-called length,
velocity, or mixed gauges, the former being the typical default
in most electronic structure software packages. The results
obtained with these three gauges are equivalent only when the
wave function is exact (or in the complete basis set limit for
approximate methods, such as the random phase approx-
imation or TD-DFT,2 which fulfill the Thomas−Reiche−Kuhn
sum rule,40−42 the fulfillment of this sum rule being commonly
used as a test of the degree of completeness of the one-electron
basis set).43 Taking neon, the nitrogen molecule, and water as
examples, Pawłowski et al. demonstrated that the gauge
invariance improves significantly going from CC2 and CCSD

to CC3.44 This is, to the very best of our knowledge, the only
study tackling this issue in a systematic way, the sole wave
function exception being an earlier work limited to CCSD by
Pedersen and Koch.45

Second and most importantly, there exist two different ways
for calculating molecular properties, which are, in general, not
equivalent for approximate wave functions. One of the possible
approaches consists of computing a given property as a
derivative of the energy with respect to the perturbation
strength. In such a case, the variation of the wave function
parameters is typically obtained through a Lagrangian
formalism that provides a rigorous mathematical framework
for such purposes.18,46−49 The well-known linear-response
(LR)47,50−52 formalism of CC theory follows this philosophy,
and such formalisms can be applied for ADC as well.49 In LR,
one can additionally choose to perform the calculations within
the “orbital-relaxed” (OR) or “orbital-unrelaxed” (OU)
scheme, the latter neglecting the orbital response due to the
external perturbation (e.g., the electric field for the dipole
moments).53,54 In other words, at the LR(OU)-CC level, only
the variation of the CC amplitudes with respect to the external
perturbation is taken into account. Again, OU and OR do lead
to the same results only when the underlying function is exact.
Alternatively, one can compute molecular properties directly
from the expectation value of the corresponding operator for
the physically observable. This second route is followed in CC
calculations performed in the well-known equation-of-motion
(EOM)55,56 formalism, as well as in ADC calculations done
within the so-called intermediate state representation
(ISR).17,57,58 Indeed, propagator methods such as ADC are
not intrinsically designed to compute ES wave functions and
properties, and the ISR has been introduced to palliate this. In
terms of orbital relaxation, the ISR formalism can be viewed as
an intermediate between OR and OU,59 whereas the main
theoretical distinction between LR and EOM is that the more
expensive LR formalism takes into account the relaxation of
the GS CC amplitudes due to the external perturbation (hence
providing size-intensive transition properties), while the
cheaper EOM approach freezes them during the computation
of the perturbation but includes the contribution of the
reference determinant to the transition properties.56,60 It is
noteworthy, that all these formalisms [LR(OR), LR(OU),
EOM, or ISR] systematically provide the same VEEs
irrespective of the truncation order of the CC or ADC
expansion. Yet, they deliver distinct oscillator strengths and
dipole moments from one another (except again in the case of
the exact wave function) as the level of wave function
relaxation (at the correlated level) differs. In terms of
numerical experiments, several groups have provided esti-
mates: (i) Caricato et al. studied the oscillator strengths
obtained at the LR-CCSD and EOM-CCSD levels61 and
concluded that significant differences only occur for large
systems; (ii) Kańnaŕ and Szalay also compared EOM and LR
oscillator strengths obtained using CC2 and CCSD (see
below)62 (but no comparisons between EOM-CC3 and LR-
CC3 has, to the best of our knowledge, been made available to
date); and (iii) the Dreuw group has also evidenced for several
examples that the differences between various frameworks tend
to become insignificant as the expansion order of the ADC or
CC series is increased.59 Finally, neither the derivative-based
formalism nor the expectation-value-based formalism can be
considered superior in general.
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In short, there is a plethora of “options” making the
benchmarking of ES properties clearly more involved than that
of VEEs. Several valuable benchmarks of oscillator strengths
and ES dipole moments are, of course, available for various test
sets, and we provide an overview of these works below.

2. LITERATURE SURVEY
2.1. Oscillator Strengths. Let us start with oscillator

strengths. These have been the subject of several assessments,
most of them being focused on TD-DFT’s reliability for such
quantities.62−71 As early as 2007, Champagne and co-workers
compared TD-DFT oscillator strengths obtained with several
XCFs in a series of substituted benzenes to both experimental
and CC2/CCSD values.64 They concluded that a large share of
exact exchange is required to obtain accurate results and
recommended the use of BH&HLYP. In their seminal 2008
paper, the Thiel group compared LR-CC2, LR-CCSD, and
CASPT2 oscillator strengths determined with the TZVP basis
set for their well-known set of compounds.66 In contrast to the
VEEs, they did not define TBEs but highlighted the high
degree of correlation between LR-CC2 and LR-CCSD values,
whereas the CASPT2 oscillator strengths were found to be
generally larger than their CC counterparts. They next,
extended this comparison to several TD-DFT approaches66

and reported mean absolute errors (MAEs) of 0.128 (0.075),
0.113 (0.055), 0.096 (0.044), and 0.069 (0.062) for BP86,
B3LYP, BH&HLYP, and DFT/multireference configuration
interaction (MRCI), respectively, when using their own
CASPT2 (LR-CC2) TZVP values as references. In 2010, the
same group investigated basis set effects on the LR-CC2
oscillator strengths.72 The same year, Caricato and co-workers
compared f values for 11 compact organic compounds (69
ESs) obtained with EOM-CCSD and TD-DFT,67 both
methods being applied with a very extended atomic basis set.
Using the former approach as a benchmark, these authors
evidenced that CAM-B3LYP was the best performer amongst
the 28 tested XCFs. In 2014, Dreuw’s group performed an
extensive comparison of oscillator strengths obtained with
ADC(2) and ADC(3/2) (within the ISR formalism), LR-CC2,
LR-CCSD, as well as the literature data for the molecules of
the Thiel’s set. They concluded that ADC(3/2) delivers very
accurate oscillator strengths.16 The same year, Kańnaŕ and
Szalay determined LR-CC3/TZVP oscillator strengths for
Thiel’s set, and even LR-CCSDT/TZVP values for a subset of
15 ESs.62 They tested both the LR and EOM formalisms for
both CC2 and CCSD and found that LR slightly outperforms
EOM, whereas the CCSD oscillator strengths are significantly
more accurate than their CC2 equivalents. This is likely the
most advanced benchmark of oscillator strengths available to
date (for wave function methods). The data produced in ref 62
were subsequently employed to benchmark both second-order
polarization propagator approximation (SOPPA)69 and BSE/
GW oscillator strengths,70 the former showing significantly
larger MAEs than the latter. In ref 70, ADC(2), CC2, and
BSE/GW oscillator strengths determined for large organic dyes
are reported and their relative accuracy discussed. Yet again,
such comparisons do not rely on indisputable references. We
note that all studies on oscillator strengths mentioned above
are performed in the length gauge.
2.2. ES Dipole Moments. As for oscillator strengths, one

can find several benchmark studies dealing with ES dipoles,
most of them aiming at finding the most suitable XCF in a TD-
DFT context.59,66,73−81 The first investigation in this vein is

likely due to Furche and Ahlrichs who considered 10 μES in
tiny compounds and compared the performances of five XCFs
(BLYP, BP86, PBE, B3LYP, and PBE0) to experimental
values.73 Quite surprisingly, they found that the errors are
larger with the global hybrids (B3LYP and PBE0) than with
the three generalized gradient approximations (BLYP, BP86,
and PBE), the latter delivering MAEs in the range 0.11−0.12
D. In 2008, King compared TD-DFT ES dipoles determined
with two functionals to the corresponding CC values obtained
by EOM-CCSD and LR-CC3 values for 29 ESs in pyrrole and
furan. He reported respective MAEs around 1.1 and 0.5 D for
these two compounds when considering the B97-1 func-
tional.74 The same year, Thiel and co-workers reported MAEs
of 0.75, 0.59, and 0.61 D with BP86, B3LYP, and BH&HLYP,
using their CASPT2/TZVP dipoles as reference.24 Again, they
later computed LR-CC2/aug-cc-pVTZ values for ES dipole
moments.72 The selection of OU or OR for the computation of
μES is apparently not specified in that latter work. In 2011,
Hellweg compared GS and ES dipole moments computed with
the OR approach combined with LR-ADC(2), LR-CC2, and
several spin-scaled variants to experimental values for 10
molecules.79 He reported a MAE of ca. 0.2 D for both of these
second-order models, highlighting that they are reasonably
accurate, yet far from flawless. In 2016, one of us compared the
LR(OR)-CC2/aug-cc-pVTZ and TD-DFT/aug-cc-pVTZ (16
XCFs) excess dipole moments (i.e., Δμ = μES − μGS)
determined in 30 organic dyes,80 which led to MAEs around
1 D for hybrid XCFs and 1.5 D for semi-local XCFs. Finally, in
the recent and very detailed work from ref 59, Hodecker et al.
compared, in particular, the Lagrangian and ISR formalisms for
several ADC variants [ADC(1), ADC(2), ADC(2)-x, ADC(3/
2), and ADC(3)] considering both the GS and ES dipoles.
They found that the ISR ADC(2) μES values are rather close to
their LR(OU) analogues. In addition, they also showed that,
within the LR framework, the differences between OR and OU
GS dipole moments are slightly larger with CCSDT than with
CC3 and that the impact of orbital relaxation is larger for μES

than for μGS, irrespective of the CC excitation level. The same
group very recently assessed the performance of unitary CC
theory for several ES dipole moments in water, hydrogen
fluoride, 4-cyanoindole, and 2,3-benzofuran.81 For the two
former (latter) molecules FCI/3-21G (experimental) values
were considered as reference.
As evidenced by the above literature survey, previous

benchmark studies typically rely on significantly less accurate
reference values than the present contribution. Moreover, they
are generally focused on a subset of specific approaches and/or
molecules. Here, we have specifically designed the present
study to be as general as possible (yet limited to small-sized
compounds) while reporting comparisons between various
formalisms for a given wave function method, as well as further
assessments against highly-accurate TBEs.

3. METHODS
3.1. Molecules, Geometries, and Basis Sets. The

molecules and states considered in the present study are
represented in Figure 1. The corresponding geometries have
been obtained at the CC3/aug-cc-pVTZ level of theory82,83

and are given in the Supporting Information. Note that several
structures come from previous works,27,30,38 whereas a few
additional optimizations have been specifically performed for
the present study with DALTON 201784 and CFOUR 2.185

applying default parameters in both cases.
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All our computations of VEEs, f, μGS, and μES have been
performed with the aug-cc-pVTZ basis set while enforcing the
frozen-core (FC) approximation during the GS and ES
calculations. It is well known that energies and properties
derived from density-based and wave function-based methods
exhibit a rather different basis set dependencies.39,86,87

However, this augmented triple-ζ basis set was chosen because
it stands as the de facto standard in ES calculations. We refer
the interested reader to Section S6 of the Supporting
Information where one can find a basis set study for the
water molecule. In addition, our previous work also contains
many data regarding basis set effects at various CC levels.38

3.2. Reference Values. For the smallest molecules, our
reference values have been taken from ref 38, choosing the
TBE/aug-cc-pVTZ values listed in this earlier work. We have
added to this original data set, a set of five molecules (CF2,
cyclopropene, diazirine, diazomethane, and ketene) encom-
passing an additional 14 ESs. To this end, we used exactly the
same protocol as in our earlier work.38 Briefly, we have applied
the MRCC (2017 and 2020) program88,89 to perform LR-CC
calculations for f (length gauge), μGS, and μES with
CCSD,56,90−93 CCSDT,94−98 and CCSDTQ,52,99−101 com-
bined with several atomic basis sets of increasingly large size.
The OR variant of the LR formalism was systematically applied

for the CC calculations. Next, we used the traditional
incremental approach52,102−106 consisting of estimating the
LR-CCSTQ contribution determined with a small basis set to
correct the LR-CCSDT/aug-cc-pVTZ values, so as to obtain
TBE values. In our previous work,38 it was shown that the
difference between LR-CCSTQ and LR-CCSTQP dipoles and
oscillator strengths are negligible. At this stage, we would like
to stress that all our reference data include (at least) CCSDTQ
corrections and have been determined with the most
“ambitious” scheme, for example, within the LR(OR) formal-
ism. The interested reader is referred to Tables S1−S5 of the
Supporting Information where one can find details regarding
these new calculations as well as comparisons with existing
experimental and theoretical literature data. For three of the
molecules, we also performed additional CASPT2/aug-cc-
pVTZ calculations.107,108 The CASPT2 calculations were
performed on top of the state-averaged (SA) complete active
space self-consistent field (CASSCF) wave function. The SA-
CASSCF wave functions have been obtained by considering
the GS and at least the ES of interest. The information
regarding the construction of the SA-CASSCF wave functions
can be found in the relevant tables in the Supporting
Information. We tackled the intruder state problem in
CASPT2 both by increasing the size of active spaces as well
as by introducing a level shift parameter (0.3 a.u.).109 One set
of CASPT2 calculations are performed by introducing the
ionization-potential-electron-affinity shift (0.25 a.u.).110 All SA-
CASSCF and CASPT2 (rs2 contraction level) calculations
have been performed with MOLPRO 2019 program.111,112

3.3. Computational Details. We used a large panel of
codes to perform our calculations. We generally applied default
parameters for all programs, as comparisons between the
results obtained with different codes showed totally negligible
differences (see ref 38 and the Supporting Information).
Nonetheless, in the specific case of ES CC calculations with Q-
Chem 5.3, we had to significantly tighten the default settings to
obtain numerically accurate dipole moments. As stated above,
we systematically employed the aug-cc-pVTZ basis set and
enforced the FC approximation during all wave function
calculations. TD-DFT calculations were likewise performed in
the FC approximation. For the ADC and CC calculations
performed with TURBOMOLE 6.4 as well as the ADC
calculations performed with Q-Chem 5.3, the RI approach was
applied with the default auxiliary basis sets associated with aug-
cc-pVTZ.
Because ADC is a polarization propagator-based method,

one does not have direct access to the GS wave function
because such an approach aims at a direct expansion of the
response functions in orders of the electron fluctuation
potential without reference to a specific GS wave function.49,59

However, the natural and computationally convenient choice is
to choose MP2 and MP3 as GS methods for ADC(2) and
ADC(3), respectively, which is furthermore consistent in terms
of expansion order in the fluctuation potential.

3.3.1. GS Dipoles. The computation of μGS with wave
function approaches have been performed with the following
codes: MRCC (2017 and 2020)88,89 for CCSDT and CCSD
(both OR and OU), DALTON84 for CC3 (OU), CFOUR for
CC3 (OR), TURBOMOLE113,114 for CC2 and MP2 (both
OR and OU), and Q-Chem 5.3115 for MP2 (ISR). At the DFT
level, the dipoles have been computed with Gaussian 16,116

selecting five popular hybrid functionals, namely B3LYP,117,118

PBE0,119,120 M06-2X,121 CAM-B3LYP,122 and ωB9X-D.123

Figure 1. Representation of the molecules constituting the present
benchmark set together with the list of considered ESs (in increasing
energy order for each molecule). The interested reader is referred to
our previous works27,38 and the Supporting Information of the present
article for more details regarding the relative energies and nature of
these ESs.
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The default ultraf ine grid was used for all DFT and TD-DFT
calculations. For the wave function approaches many
consistency checks have been performed between various
codes, including MRCC, Q-Chem, Gaussian, CFOUR, and
DALTON (see Table S8 in the Supporting Information), and,
as expected, only trifling differences (0.001 D) could be
detected between various implementations.
3.3.2. Oscillator Strengths. Our LR-CC2, LR-CCSD, and

LR-CC3 oscillator strengths have been obtained in the three
gauges thanks to DALTON. The EOM-CC2, EOM-CCSD,
and EOM-CC3 values in length gauge were obtained with eT

1.0,124 whereas the EOM-CCSD values in the two other
gauges were obtained with Gaussian 16. The LR-CCSDT
values (length gauge) were determined with the MRCC
program. Q-Chem was used to obtain ADC(2) and ADC(3/2)
oscillator strengths in the ISR formalism (length gauge),
whereas LR-ADC(2) values were obtained with TURBO-
MOLE in the three gauges. Finally, all TD-DFT calculations
were performed with Gaussian, applying the same five XCFs as
stated above.
3.3.3. ES Dipoles. For the μES values, we selected MRCC

again for LR-CCSDT and LR-CCSD (both OR and OU),
TURBOMOLE for LR-CC2 and LR-ADC(2) (both OU and
OR), CFOUR for EOM-CC2 and EOM-CCSD, Q-Chem for
the ISR-ADC(2) and ISR-ADC(3/2), and Gaussian for all TD-
DFT calculations. Again, the interested reader is referred to
Table S16 in the Supporting Information for additional
consistency checks between the various codes, including PSI-
4 1.2125 for the EOM-CC dipoles.
As a final remark, let us stress that we provide, for molecules

having a single nonzero dipole component, the signs of dipole
moments in the tables of the Supporting Information, so that a
sign change from the GS to an ES is clear. However, we do not
account for signs while computing mean signed errors (MSEs),
maximal positive error [Max(+)], and maximal negative error
[Max(−)], only its magnitude. In such a way, a negative MSE
indicates an underestimated dipole amplitude rather than a
specific orientation.

4. RESULTS AND DISCUSSION
4.1. On the Challenge and Consequences of State

Mixing. For most of the ESs treated herein, the identification
of the considered states with all tested theoretical approaches
could be easily achieved using the usual criteria for such task
(energy, symmetry, nature, symmetry of the involved
molecular orbitals, oscillator strength, sign and magnitude of
the dipole moment). Therefore, except for a few cases, the
assignments are unambiguous. Nevertheless, it should be
highlighted that, in contrast to benchmarks focused on VEEs
for which ambiguity in a specific assignment is not systemati-
cally a dramatic issue, state mixing is often a major problem
when assessing f and μES. Indeed, the mixing of two ESs of the
same symmetry can strongly affect their properties while their
relative energies remain similar, making assignments less
settled. Let us discuss a few challenging cases.
For the three Πu ESs of dinitrogen, that are close in energy,

the computed f values are very strongly basis set- and method-
dependent,38 so that several conflicting analyses of their nature
can be found in the literature.126−128 We have here considered
the symmetry of the dominant molecular orbital pair in our
assignment,38 but it is quite obvious that the relative
magnitudes of the oscillator strengths cannot be definitively
determined: for the second Πu ES, our TBE is 0.015, but values

1 order of magnitude larger are obtained with CC2, ADC(2),
and all tested XCFs in a TD-DFT context.
For the third ES of diazirine, a Rydberg transition of B2

symmetry (see Table S3 in the Supporting Information), our
TBE value is 7.44 eV with μES = 3.03 D. Many methods exhibit
significant state mixing, an effect particularly pronounced with
the two range-separated hybrids that yield incorrect μES values
(0.89 D with CAM-B3LYP and −0.50 D with ωB97X-D),
although the computed vertical energies are within 0.3 eV of
the TBE value (see Table S6). For the Rydberg ES of
cyclopropene (B1), one also observes significant state mixing at
the TD-DFT level, although it is less dramatic than for
diazirine.
The highest A1 transition of formaldehyde considered here

has a π → π* nature (TBE values: ΔEvert = 9.44 eV, f = 0.13,
and μES = 1.30 D). Although the CC2 energy is reasonable
(9.55 eV), the CC2 oscillator strength is markedly too small
(0.05−0.06) and the ES dipole has an incorrect direction
(−2.59/−2.98 D). These large errors are likely related to
significant state mixing with a slightly higher-lying A1 ES at
9.91 eV that is built up on the same molecular orbital pairs,
which also shows a significant oscillator strength (0.05−0.06)
but still an incorrectly oriented dipole (−1.17/−1.68 D).
For the corresponding π→ π* A1 ES in thioformaldehyde, it

has been shown that the contributions of the quadruples in the
CC framework are rather large.38 Additionally, TD-B3LYP
yields another close-lying ES that significantly mixes with the
A1 state, making the B3LYP f value of 0.10 artificially much
smaller than the one computed with the four other XCFs
(0.19−0.21), yet closer from the TBE (0.14). The TD-B3LYP
μES (7.41 D) is totally off target (TBE of 1.18 D), while all
other XCFs do provide much better estimates. Selecting the
other close-lying TD-B3LYP ES would also yield a very
inaccurate value of μES (−4.17 D), so that state mixing
apparently yields inaccurate dipoles for both ESs.
When comparing several gauges and formalisms (e.g., length

vs velocity or EOM vs LR), the above-described difficulties are
rather irrelevant; one still compares clearly equivalent states.
Therefore, we have not discarded these challenging situations
during such comparisons, nor when discussing VEEs. The issue
is, of course, also irrelevant for μGS. However, when assessing
the relative performances of methods with respect to the TBEs
for f and μES, one is left with two reasonable choices: (i)
including these difficult states in the statistics on the basis that
state mixing is inherent to the quality of the assessed method
(the exact treatment would not suffer from this particular
deficiency), a choice of course resulting in large average
deviations or (ii) discarding these problematic ESs as there is
no clear one-to-one correspondence between methods. This
latter option comes at the cost of removing the most difficult
cases for a specific method, hence making the results look
better than they truly are. In the body of the text, we went for
the second solution and we have discarded accordingly the
following ESs in the performance evaluation of the various
models for both f and μES: (i) the three Πu ESs of dinitrogen,
(ii) the B2 transition in diazirine, and (iii) the A1 π → π* of
both formaldehyde and thioformaldehyde. Of course, one
could also find other “borderline” cases as there is no definitive
answer to state identification when benchmarking “low-order”
methods. For the sake of completeness, we do provide in the
Supporting Information the results obtained when selecting the
alternative option, that is, considering all states.
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4.2. Vertical Transition Energies. The vertical transition
energies obtained with various methods can be found in the
Supporting Information for all ESs (Table S6). Obviously,
VEEs do not constitute our focus here and we have already
commented on similar yet larger sets previously,27 so they have
been included only for the sakes of completeness and
reproducibility. A statistical analysis of the results concerning
VEEs can be found in Table 1. For the wave function

approaches, the trends are very similar to the previously noted
ones with (i) errors steadily decreasing when increasing the
CC excitation order; (ii) highly similar behavior for ADC(2)
and CC2; and (iii) a tendency of ADC(3) to underestimate
transition energies.27,129 For TD-DFT, the trends are again
similar to those published elsewhere;130 all tested XCFs
providing underestimated VEEs, the two range-separated
hybrids delivering the smallest errors, with standard deviation
of the errors (SDE) and root-mean square error (RMSE)
rather similar to the ones obtained with ADC(2) and CC2. We
underline that the relatively poor performance of B3LYP is, at
least, partially related to both the small size of the treated
molecules and the consideration of many ESs of Rydberg
character, the latter being described more faithfully with range-
separated hybrids thanks to the introduction of a large

percentage of exact exchange at large interelectronic
distances.131

4.3. GS Dipoles. For μGS, the most extensive DFT
benchmark to date is the one of Hait and Head-Gordon,36

whereas the investigation of Hodecker et al. already provides a
very valuable assessment of the differences between OU, OR,
and ISR at several levels of theory.59 Our goals here are
therefore (i) to briefly discuss the quality of the GS dipoles so
that straightforward comparisons with the corresponding ES
analysis below can be done; (ii) to assess both CC3 and
CCSDT against FCI, which has not been done with a
reasonable basis set to date; and (iii) to provide statistically
relevant differences between OU, OR, and ISR. The raw data
can be found in Tables S7−S9 in the Supporting Information.
For the 16 non-centrosymmetric molecules of Figure 1, the

mean absolute deviations (MADs) obtained when using OU
instead of OR are 0.007, 0.004, 0.025, 0.042, and 0.167 D for
CCSDT, CC3, CCSD, CC2, and MP2, respectively. For
CCSDTQ, a subset of six compounds could be tested (Table
S9) and the differences between OU and OR are found to be
always insignificant with a MAD of 0.001 D. Consistently with
a previous work,59 the ISR-MP2 approach is roughly in-
between the OU and OR, with a MAD of 0.090 D as compared
to OR. As expected, the impact of neglecting orbital relaxation
is sizable with MP2 but rapidly decreases when the quality of
the wave function is improved to become essentially negligible
for all methods incorporating iterative triples. Interestingly, it
turns out that CC3 is less sensitive to orbital relaxation than
CCSDT so that the trend recently observed for the GS dipole
of hydrogen fluoride59 seems to be valid beyond that specific
molecule.
Statistical quantities regarding GS dipole’s quality (with

respect to the present TBEs) for various methods are reported
in Table 2.
Strikingly, all MSEs are positive (or null) indicating that all

tested methods tend to overestimate the FCI ||μGS|| values. For
both MP2 and CC2, turning on the orbital relaxation improves
the accuracy of the GS dipoles, with typical deviations around
0.1 D only at the OR level. With CCSD, one observes the
opposite trend, that is, OU is on average more accurate than
OR, an effect that we attribute to error compensation. Finally,

Table 1. MSE, MAE, SDE, RMSE, Max(+), and Max(−) with
Respect to the TBEs for the 46 VEEs Listed in Table S6a

method MSE MAE SDE RMSE Max(+) Max(−)
CC2 0.03 0.21 0.29 0.29 0.60 −0.71
CCSD 0.10 0.11 0.09 0.14 0.33 −0.04
CC3 0.01 0.03 0.04 0.04 0.13 −0.05
CCSDT 0.01 0.02 0.03 0.03 0.09 −0.06
ADC(2) 0.02 0.21 0.29 0.29 0.58 −0.75
ADC(3) −0.12 0.20 0.19 0.22 0.40 −0.40
B3LYP −0.44 0.45 0.47 0.64 0.24 −2.74
PBE0 −0.29 0.33 0.40 0.49 0.48 −2.40
M06-2X −0.27 0.34 0.30 0.41 0.75 −0.90
CAM-B3LYP −0.24 0.26 0.22 0.33 0.41 −0.83
ωB97X-D −0.18 0.22 0.22 0.29 0.54 −0.74

aAll values are in eV.

Table 2. Statistical Analysis of ||μGS|| (in D) for the Data Listed in Table S7 (16 Dipoles)a

method MSE MAE SDE RMSE Max(+) Max(−)

MP2 OU 0.15 0.16 0.15 0.21 0.45 −0.10
ISR 0.10 0.14 0.17 0.19 0.50 −0.22
OR 0.04 0.08 0.11 0.11 0.23 −0.16

CC2 OU 0.03 0.12 0.17 0.17 0.31 −0.33
OR 0.04 0.09 0.12 0.12 0.23 −0.22

CCSD OU 0.02 0.02 0.02 0.03 0.07 −0.03
OR 0.02 0.04 0.04 0.05 0.09 −0.06

CC3 OU 0.00 0.01 0.01 0.01 0.02 −0.02
OR 0.00 0.01 0.01 0.01 0.02 −0.02

CCSDT OU 0.00 0.00 0.01 0.01 0.01 −0.01
OR 0.00 0.01 0.01 0.01 0.01 −0.01

B3LYP 0.06 0.07 0.06 0.08 0.19 −0.05
PBE0 0.07 0.07 0.06 0.09 0.21 −0.03
M06-2X 0.08 0.09 0.08 0.12 0.29 −0.09
CAM-B3LYP 0.10 0.11 0.07 0.12 0.24 −0.08
ωB97X-D 0.09 0.09 0.07 0.11 0.27 −0.04

aSee caption of Table 1 for additional details.
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for both CC3 and CCSDT, all deviations are negligible,
evidencing that both methods estimate μGS with chemical
accuracy. Turning now our attention to DFT, one first notes
that all five XCFs yield errors of the same order of magnitude
as OR-MP2 and OR-CC2, with a slightly improved consistency
(smaller SDE). For MP2, the same conclusion can be easily
deduced from the data of Hait and Head-Gordon.36 These
trends strengthen the claim that benchmarking DFT using
CC2 (or MP2) reference values can be a risky strategy: the
latter does not yield smaller errors, at least for the compact
compounds treated herein. Amongst the tested XCFs, B3LYP
and PBE0 emerge as the most accurate, but the variations
compared to the three other XCFs are limited and likely not
significant.
4.4. Oscillator Strengths. The computed values of the

oscillator strengths for all tested approaches can be found in
Tables S10−S12 in the Supporting Information along with the
corresponding TBEs, and we discuss below statistical trends
only.
4.4.1. Impact of the Gauge. An aspect that is hardly

discussed in practical applications of ES theories to “real-life”
compounds is the gauge effect on the magnitude of the
oscillator strengths, although comparisons between theoretical
f values and experimental intensities typically guide the
identification of the relevant transitions. In Figure 2, we
provide an overview of the variations of f computed in the
length ( f LG) and velocity ( f VG) gauges for five wave function
methods as well as five XCFs within TD-DFT. The
representation comparing the length and mixed ( fMG) gauges
can be found in Figure S1 in the Supporting Information. As
expected, the mixed gauge essentially delivers f values
bracketed by those obtained with the length and velocity
gauges. Figure 2 shows the largest possible differences between
the three gauges, but the methodological trends are conserved
in other gauge comparisons, for example, fMG − f LG.
With the tested wave function approaches, going from f LG to

f VG induces a decrease of the estimated oscillator strengths in

the vast majority of the cases, whereas the opposite effect is
found within TD-DFT. Following the expected trend, the
more accurate the wave function is, the smaller the impact of
the gauge is, hence the negligible gauge variance observed for
CC3 with a MAD of 0.003 (i.e., 3%) between the length and
velocity gauges. The gauge effects are more significant for both
CCSD and CC2 and even quite large with ADC(2) with a
MAD 1 order of magnitude larger than for CC3 (0.030 or
27%). One also notices from Figure 2 that the f values
determined with the EOM formalism are more affected by the
selected gauge than those computed within the LR framework.
Turning our attention to TD-DFT, the differences between f LG

and f VG are generally small with all XCFs (especially with
B3LYP and PBE0) with the notable exception of M06-2X.
With the latter functional, variations of ca. 15% are observed
between the two gauges, which is 4 times larger than with the
second most gauge-sensitive XCF (CAM-B3LYP). Never-
theless, such an effect remains of the same order of magnitude
as the one noticed with EOM-CCSD. As mentioned in the
Introduction section of the present paper, the weak gauge
sensitivity of TD-DFT might be due to the near fulfillment of
the Thomas−Reiche−Kuhn sum rule.
As a final note, in Table S18 in the Supporting Information,

one can find a basis set study of gauge effects for water
performed at various levels of theory. While one notes a small
decrease of the gauge impact when enlarging the basis set, the
methodological trends are preserved in going from aug-cc-
pVTZ to aug-cc-pV5Z, with significant gauge effects pertaining
for both ADC(2) and M06-2X even with the latter basis set.

4.4.2. Response Versus Expectation Formalisms. Figure 3
presents the MSD and MAD for oscillator strengths computed
with the ISR and LR formalisms for ADC(2) and the EOM
and LR formalisms for CC2, CCSD, and CC3. Again, one
notices that the deviations between the various formalisms are
magnified when one considers second-order computational
methods. For the CC approaches, EOM generally yields larger
oscillator strengths than LR, but as noted previously,61,62 these

Figure 2.Mean signed deviation (MSD) and MAD between oscillator strengths in velocity gauge, f VG, and oscillator strengths in length gauge, f LG,
for various methods. This represents statistics over 34 oscillator strength values which are listed in the Supporting Information. Top: f VG − f LG.
Bottom: ( f VG − f LG)/f LG (in percent), where the cases with f LG < 0.010 have been removed in order to provide unbiased statistics.
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effects are relatively mild with changes of 4% for CC2 and 2%
for CCSD, the changes becoming essentially zero with CC3.
Of course, it is likely that the differences between the EOM
and LR oscillator strengths would be exacerbated for larger
compounds.61 For ADC(2), the Q-Chem (ISR) and
TURBOMOLE (LR) implementations yield distinct f
estimates, the ISR scheme often providing smaller values,
with a MAD of 9% between the two schemes. Interestingly, at
the ADC(2) level, the impact of the selected formalism is
about a third of one of the gauges as one can see by comparing
Figures 2 and 3. Test calculations (Table S19) hint that the
effects on these formalisms are similar for the triple- and
quadruple-ζ basis sets.
4.4.3. Statistical Performances. Let us now turn toward

comparisons with respect to our TBEs for all tested models,
formalisms, and gauges. The complete statistical results can be
found in Table 3 whereas Figure 4 provides a graphical view of
the average relative errors for various methods. The statistical
data corresponding to Table 3 in which none of the state
mixing ES has been dropped out of the statistics are gathered
in Table S13 of the Supporting Information.
A first general conclusion is that all methods do deliver

rather consistent estimates (small SDEs) with reasonably small
absolute and relative errors. Indeed, the largest MAE reported
in Figure 4 is smaller than 25%. In the commonly selected
length gauge, the MSE obtained with all tested wave function
approaches are positive, whereas all investigated TD-DFT
models tend to undershoot f TBE. Remaining in the length
gauge, the ISR representation of ADC(2) outperforms the LR
formulation, and ADC(3/2) provides a significant improve-
ment over ADC(2), which contrasts with the vertical transition
energies. We therefore confirm the earlier conclusion that
ADC(3/2) is superior to ADC(2) for f.16 In the CC family,
one notes that both CCSDT and CC3 provide extremely small
deviations with respect to the TBEs, and consistently with the

analysis made in the previous paragraph, selecting EOM or LR
has no significant effect for CC3. Concerning CCSD, the LR
representation has a slight edge, an effect that is somewhat
enlarged in CC2. These conclusions are consistent with an
earlier work that reported CC2 errors significantly larger than
their CCSD counterparts, although remaining “qualitatively
correct”.62 Amongst the five tested XCFs, CAM-B3LYP is
clearly the best performer in the length gauge with a MAE of
8% only, whereas all other XCFs yield MAEs in the 13−17%
range (see Figure 4). Again, it is clear that CAM-B3YP
outperforms both CC2 and ADC(2) for each statistical
quantity listed in Table 3. In the same vein, the PBE0 errors
are quite comparable to those obtained with EOM-CC2. As we
noted above for μGS, one should then be cautious when using a
second-order approach to evaluate the performance of TD-
DFT. Let us now turn toward the velocity gauge. The accuracy
of the wave function results seem to systematically degrade
when turning to this gauge with negative MSEs and larger
MAEs than with the length gauge, whereas the TD-DFT
statistics are mostly unaffected, except for a significant
improvement of M06-2X. The mixed gauge results are more
contrasted, with an improvement for ADC(2) and M06-2X, no
major changes for the other XCFs (as compared to f LG), and a
slight worsening of the errors associated with the CC methods.

4.5. ES Dipoles. ES dipole moments computed with
various methods are listed in Tables S14 and S15 in the
Supporting Information. At this stage, we recall that we have
considered in our statistical signed analyses the dipole norm so
that the reported MSEs are indicative of amplitudes, not
directions. Moreover, we have removed six ESs strongly
influenced by state mixing, see Subsection 4.5.3.

4.5.1. On the Impact of Orbital Relaxation in LR. Let us
first discuss the impact of various relaxation schemes on the
computed μES. First, from Table S21 in the Supporting
Information, it can be concluded that the orbital relaxation
effects depend (much) more on the considered ES and method
than on the selected atomic basis set. A graphical analysis is
given in Figure 5. When neglecting orbital relaxation in CC
theory, one notices a slight overestimation of ||μES||, though
both negative and positive deviations are observed when
investigating individual cases. Of course, and as expected, the
difference between OR and OU decreases when increasing the
CC order: it is significant for CC2 (0.19 D), smaller for CCSD
(0.11 D), and negligible for CCSDT (0.03 D). For our set,
using LR(OU)-ADC(2) yields a MAD of 0.59 D as compared
to LR(OR)-ADC(2). One noteworthy point is that the
statistical OR/OU discrepancies are much larger for μES than
for μGS, irrespective of the selected wave function model.
Indeed, for the GS dipoles, we found MADs of 0.01 D for
CCSDT, 0.03 D for CCSD, 0.04 D for CC2, and 0.17 D for
MP2 (vide supra) between OU and OR, all values being
roughly one-third of their ES analogues displayed in Figure 5.
In other words, the ES dipoles are approximatively 3 times
more sensitive to orbital relaxation than the GS dipoles.

4.5.2. Response Versus Expectation Formalisms. Let us
now compare the ES dipoles obtained with the EOM and LR
formalisms for both CC2 and CCSD. The raw data can be
found in Table S14 in the Supporting Information, whereas a
statistical analysis can be found in Figure 6. We found that,
typically, the EOM-CCSD dipoles are more similar to the
LR(OU)-CCSD values (MAD of 0.09 D) than the LR(OR)-
CCSD data (MAD of 0.18 D), the magnitude of the ES
dipoles, ||μES||, tending to be slightly larger with the EOM

Figure 3.MSD and MAD between (length gauge) oscillator strengths
computed within the expectation value and LR formalisms. For
ADC(2), we report the difference between ISR and LR, whereas for
the three CC methods, the deviations between EOM and LR
formalisms are displayed. Top: f ISR/EOM − f LR. Bottom: ( f ISR/EOM −
f LR)/f LR (in percent), where the cases with f LR < 0.010 have been
removed in order to provide unbiased statistics.
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formalism. If one turns to CC2, one observes exactly the same
trends, but the deviations between EOM-CC2 and LR-CC2
are much larger with MAD of 0.46 D (OU) and 0.62 D (OR).
Turning our attention to ADC(2), we notice that ISR, while
providing dipole moments in between OU and OR, yields ES
dipole magnitude typically closer to the former. The
underlying reasons for this last outcome have been unveiled
elsewhere.59 The absolute deviation between ISR-ADC(2) μES

and their LR counterparts averages to 0.26 D (OU) and 0.42 D
(OR) for the present set.
4.5.3. Statistical Performances. Finally, let us compare to

our TBEs the ES dipole moments determined with the twelve
wave function methods and five XCFs. The results are listed in
Table 4 and a selection of values is displayed in Figure 7.
Before discussing these results, it is important to recall that all
our calculations are performed with the aug-cc-pVTZ basis set.
As can be seen in Section S6.5 in the Supporting Information
for the test case of water, the impact of increasing the basis set
size on the estimated ES dipole moments is rather uniform
within the wave function approaches but might significantly
differ between wave function and TD-DFT approaches. In

other words, the TD-DFT errors reported below could be
significantly different if another reference basis set was
selected. From Table 4, one notices, except for some CCSD
variants, that all tested approaches have positive MSEs, that is,
they tend to overestimate the magnitude of the dipole
moments, which parallels the finding obtained for ||μGS||.
When improving the level of theory by increasing the
expansion order, one clearly improves the accuracy of the
μES values obtained via the wave function methods, with MAEs
of 0.60 and 0.16 D with ADC(2) and ADC(3/2) in the ISR
formalism, and MAEs of 0.26, 0.11, and 0.02 D for LR-CC2,
LR-CCSD, and LR-CCSDT, respectively, when orbital
relaxation is accounted for. It is therefore clear, at least for
the present set of small molecules, that while ADC(3)
transition energies are of similar accuracy as their ADC(2)
counterparts, going up one rung on the ADC ladder yields a
very significant improvement for properties (including ES
dipoles), ADC(3/2) clearly outperforming CC2 and providing
an accuracy comparable to the one obtained with CCSD. For
this latter method, and consistently with the above, there is a
rather small difference in accuracy between the EOM and the

Table 3. Statistical Analysis with Respect to TBEs for the Oscillator Strength f (in Absolute Values) for the Data Listed in
Tables S10−S12 (28-Out-of-34 f Values, State Mixing Cases Removed)a

method gauge MSE MAE SDE RMSE Max(+) Max(−)
ADC(2) ISR LG 0.004 0.014 0.022 0.026 0.047 −0.084

LR LG 0.009 0.020 0.030 0.031 0.098 −0.089
VG −0.010 0.023 0.032 0.041 0.043 −0.118
MG −0.002 0.014 0.021 0.035 0.044 −0.085

ADC(3/2) ISR LG 0.004 0.008 0.013 0.014 0.052 −0.028
CC2 EOM LG 0.008 0.014 0.023 0.036 0.084 −0.078

LR LG 0.003 0.010 0.018 0.029 0.048 −0.082
VG −0.011 0.014 0.020 0.026 0.014 −0.091
MG −0.004 0.009 0.016 0.024 0.013 −0.086

CCSD EOM LG 0.004 0.005 0.008 0.018 0.028 −0.021
VG −0.010 0.013 0.019 0.022 0.007 −0.070
MG −0.004 0.006 0.009 0.011 0.007 −0.029

LR LG 0.002 0.004 0.007 0.015 0.019 −0.023
VG −0.007 0.009 0.014 0.016 0.008 −0.051
MG −0.002 0.005 0.007 0.010 0.008 −0.028

CC3 EOM LG 0.001 0.002 0.002 0.010 0.011 −0.002
LR LG 0.000 0.001 0.002 0.008 0.010 −0.002

VG 0.001 0.004 0.005 0.009 0.020 −0.011
MG 0.001 0.002 0.003 0.008 0.011 −0.005

CCSDT LR LG 0.000 0.001 0.001 0.005 0.003 −0.005
B3LYP LG −0.015 0.017 0.024 0.029 0.007 −0.110

VG −0.014 0.017 0.024 0.029 0.015 −0.108
MG −0.014 0.017 0.024 0.029 0.009 −0.109

PBE0 LG −0.013 0.015 0.021 0.027 0.006 −0.097
VG −0.012 0.015 0.021 0.027 0.017 −0.094
MG −0.012 0.014 0.021 0.027 0.011 −0.095

M06-2X LG −0.014 0.014 0.013 0.022 0.000 −0.047
VG −0.002 0.009 0.013 0.020 0.045 −0.029
MG −0.008 0.008 0.010 0.018 0.002 −0.034

CAM-B3LYP LG −0.006 0.007 0.009 0.017 0.004 −0.032
VG −0.006 0.008 0.010 0.017 0.013 −0.032
MG −0.006 0.007 0.010 0.017 0.007 −0.032

ωB97X-D LG −0.006 0.011 0.016 0.021 0.015 −0.056
VG −0.005 0.011 0.016 0.022 0.027 −0.050
MG −0.006 0.011 0.016 0.022 0.021 −0.053

aSee caption of Table 1 for more details and Table S13 in the Supporting Information for the corresponding analysis obtained for the full set of 34
values.
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two LR variants, with a MAD of 0.12 D for EOM-CCSD and
0.10 D for LR(OR)-CCSD. In contrast for both LR-ADC(2)
and LR-CC2, accounting for orbital relaxation does not only
change significantly the values as stated above but also
markedly improves the accuracy with errors halved as
compared to LR(OU)-ADC(2) for the ADC approach(Figure

7). The ISR-ADC(2) μES shows an accuracy slightly better
than LR(OU)-ADC(2). By comparing the data listed in Tables
2 and 4, it also appears that the typical absolute errors are
roughly tripled going from GS to ES properties, irrespective of
the wave function method. We note that our MAE for both
LR(OR)-ADC(2) and LR(OR)-CC2 are roughly 50% larger

Figure 4. MSE and MAE (in percent) with respect to the TBE values for f LG (top), f VG (middle), and fMG (bottom) obtained for various levels of
theory. This represents the statistics for 24-out-of-34 f values as we do not include cases with strong state mixing (6 transitions, see Table 3) nor
cases with f TBE < 0.010 (4 transitions).

Figure 5. MSD and MAD between the OU and OR ES dipoles (μOU − μOR, in D) computed with various methods. This represents the statistics
for 40 μES values listed in the Supporting Information.

Figure 6. MSD and MAD between ES dipoles computed within the expectation value formalism for ADC(2), CC2, and CCSD and their LR(OR)
or LR(OU) counterparts. This represents the statistics of 40 μES values listed in the Supporting Information.
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than the ones reported by Hellweg79 from comparisons with
experiments. This is likely related to the consideration of
higher-lying Rydberg ESs here for which no experimental
values are available. Indeed, it is known that both ADC(2) and
CC2 are significantly more robust for valence than Rydberg
transitions.27,132

If we now turn our attention to the five tested TD-DFT
approaches, two sets of XCFs clearly emerge. On the one hand,
B3LYP and PBE0 very significantly overshoot the magnitude
of the ES dipoles, with large MAEs of 0.62 and 0.55 D,
respectively. While these errors are quite comparable to the
ones obtained with ADC(2) in its LR(OU) or ISR
formulations, they are almost 1 order of magnitude larger
than those for the GS dipoles (0.07 D for both hybrids). As
our set is constituted of small molecules, for which one does
not expect charge-transfer effects to be important, this is likely

related to the consideration of high-lying ESs. Indeed, as
already stated above, global hybrids with a low exact exchange
are known to be less adequate for Rydberg excitations due to
the wrong behavior of the exchange−correlation kernel at large
interelectronic distances.133,134 Nevertheless, for B3LYP,
Thiel’s group reported a MAE of 0.59 D as compared to
CASPT2 on the basis of numerous valence ESs,24 a value very
similar to our MAE. On the other hand, one finds M06-2X,
CAM-B3LYP, and ωB97X-D with significantly smaller MAEs
of ca. 0.25 D, that is roughly 3 times the corresponding
deviations associated with μGS, and about the same order of
magnitude as the one obtained with LR(OR)-CC2. Among the
five tested XCFs, CAM-B3LYP seems to have the edge in
terms of both absolute accuracy and consistency. Following the
GS analysis of ref 36, one can thus conclude that CAM-B3LYP

Table 4. Statistical Analysis for μES (in D) for the Data Listed in Tables S14 and S15 (37-Out-of-40 Dipoles, State Mixing
Cases Removed)a

method MSE MAE SDE RMSE Max(+) Max(−)
ADC(2) ISR 0.268 0.598 0.749 0.795 2.195 −1.778

OU 0.377 0.668 0.812 0.903 2.384 −2.041
OR 0.074 0.345 0.519 0.536 1.384 −1.866

ADC(3/2) ISR 0.040 0.155 0.229 0.237 0.360 −0.523
CC2 EOM 0.465 0.658 0.743 0.865 2.395 −0.874

OU 0.235 0.371 0.508 0.525 1.915 −0.819
OR 0.138 0.260 0.375 0.388 1.419 −0.692

CCSD EOM −0.005 0.119 0.176 0.186 0.221 −0.633
OU 0.030 0.172 0.217 0.246 0.604 −0.748
OR −0.056 0.103 0.175 0.180 0.122 −0.638

CCSDT OU 0.010 0.029 0.044 0.047 0.153 −0.130
OR −0.002 0.021 0.037 0.038 0.095 −0.135

B3LYP 0.488 0.618 1.031 1.059 3.066 −0.570
PBE0 0.445 0.551 0.899 0.924 2.570 −0.603
M06-2X 0.069 0.283 0.392 0.402 1.479 −0.655
CAM-B3LYP 0.078 0.229 0.292 0.308 0.786 −0.463
ωB97X-D 0.050 0.287 0.421 0.450 0.965 −1.249

aSee caption of Table 1 for more details and Table S17 in the Supporting Information for the corresponding analysis obtained for the full set. Note
that the MSE, Max(+), and Max(−) values are obtained by considering the norm of the dipole moments, ||μES|| whereas MAEs, SDEs, and RMSEs
take into account the sign of the dipole.

Figure 7. MSE and MAE with respect to the μES TBE values obtained for various levels of theory. This represents the statistics of 37-out-of-40
dipoles. See the caption of Table 4 for more details. Top: μES − μTBE

ES (in D). Bottom: (μES − μTBE
ES )/μTBE

ES (in percent), where the cases with ||μTBE
ES ||

< 0.1 D have been removed in order to provide unbiased statistics.
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does provide a more faithful description of the ES density than
the other four functionals.

5. CONCLUSIONS AND OUTLOOK
In this benchmark study, we have considered a set of 46
vertical transition energies, 16 GS dipoles, 34 oscillator
strengths, and 40 ES dipole moments of very high quality to
assess a series of single-reference wave function methods and
five XCFs within TD-DFT. The TBEs used as references are
obtained with the aug-cc-pVTZ basis set and all contain at least
CCSDTQ or CCSDTQP corrections, which makes them of
near-FCI quality. For the transition energies, our conclusions
are in line with previous works with typical errors of 0.2 eV for
ADC(2), ADC(3), and CC2 but negligible deviations with
CC3 and CCSDT, and errors in the 0.22−0.45 eV range for
TD-DFT depending on the functional, B3LYP being, for the
present set, the least accurate of the five XCFs we considered
herein. For the GS dipoles, we found, as expected, that
accounting for orbital relaxation is significant at the MP2 level
(changes of ca. 0.17 D) but rapidly becomes irrelevant as the
CC excitation order increases with deviations as small as 0.01
D with CC3 and CCSDT. All five considered functionals yield
errors around 0.10 D only and appear to be of similar accuracy
as MP2 for GS dipoles. For the oscillator strengths, the mixed
gauge typically yields results in between the velocity and length
gauges. The differences between the two latter can be rather
large with, for example, MADs of 27% with ADC(2), 15% for
M06-2X, and 13% for LR-CC2. In comparison, the changes
induced by going from EOM to LR at the CC2 level are
smaller (4% only). In terms of accuracy, the MAEs steadily
decrease when improving the expansion order, for example, the
ADC(3/2) f are more accurate than their ADC(2) counter-
parts. CAM-B3LYP appears to be the most accurate XCFs for
the oscillator strengths with a MAE of 8% or 0.008, noticeably
outperforming LR-CC2. For the ES dipole moments, the
influence of orbital relaxation as well as the typical error bars
given by the wave function approaches is approximatively 3
times larger than for the GS. Allowing orbital relaxation
improves significantly the LR-ADC(2) and LR-CC2 estimates.
Notably, ISR ADC(3/2) ES dipoles are much more accurate
than their ISR ADC(2) counterparts. In TD-DFT, the results
are contrasted: B3LYP and PBE0 overestimate strongly the
(norm of the) ES dipoles, whereas the three other functionals
(CAM-B3LYP in particular) yield acceptable deviations in the
range 0.2−0.3 D, comparable to LR(OR)-CC2’s deviations
and clearly smaller than EOM-CC2’s.
Finally, and in line with our first mountaineering paper,27

while the use of chemically accurate reference values of near-
FCI quality provides a definitive answer regarding the accuracy
of various approaches for a given basis set (here: aug-cc-
pVTZ), one is, of course, left wondering if the present
outcomes would pertain for larger, more extended compounds.
While there is no crystal-clear answer to this question at this
stage, the present effort demonstrates that CC theory including
triples (CC3 and CCSDT) provide oscillator strengths and
dipoles that can be viewed as near-flawless, for example, the
EOM-CC3 scheme provides f values with a MAE of 0.002
only, whereas LR-CCSDT delivers μES values typically within
0.05 D of the corresponding TBEs. Therefore, for medium-
sized molecules at least, these models can likely be used as
trustworthy references. In this framework, we recall that
extensive sets of (LR-)CC3 oscillator strengths are already
available for medium-sized molecules.27,29,30,132
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(86) Haẗtig, C.; Klopper, W.; Köhn, A.; Tew, D. P. Explicitly
Correlated Electrons in Molecules. Chem. Rev. 2012, 112, 4−74.
(87) Loos, P.-F.; Pradines, B.; Scemama, A.; Toulouse, J.; Giner, E.
A Density-Based Basis-Set Correction for Wave Function Theory. J.
Phys. Chem. Lett. 2019, 10, 2931−2937.
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