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ABSTRACT: We report the calculation of liquid-phase infrared (IR) and ultraviolet
(UV) spectra in the framework of the solute’s response to the reaction field of several
solvents. In particular, we compare these two properties for the multipolar expansion
model developed in the Nancy continuum model (NCM) and the polarized continuum
model (PCM) scheme developed in Pise and Naples. All calculations are carried out at
the (TD-)DFT/6-311G(2d,2p) level of theory. The cavity size used for modeling the
solute effects on the IR and UV spectra are examined. To calibrate the solute cavity size,
we have investigated the IR spectra of coumarin and of a set of 14 additional solutes of
different size and polarity in several dielectrical surroundings. It turns out that: (i) PCM
and NCM present an identical behavior when a common cavity is used to calibrate the
models; and (ii) for both NCM and PCM models, the IR spectra are highly sensitive to
the solute and solvent polarity. The UV/VIS investigation of coumarin derivatives
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demonstrates that both models provide close estimates of �max independent of the
solute cavity size. © 2006 Wiley Periodicals, Inc. Int J Quantum Chem 107: 574–585, 2007
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1. Introduction

S olvent effects on the thermodynamics and ki-
netics of chemical and biological phenomena

are the object of a continued interest. In general, the
aim is to describe chemical processes in solution by
using theoretical methods modeling solvent effects,
at a level of accuracy comparable to that attainable
for isolated solute molecules. In this scope, compu-
tational methods have proved to be very powerful
tools for understanding solute–solvent interactions
and predicting structures, spectra, as well as reac-
tivity in condensed phase [1]. Modeling the solvent
by means of a continuum is particularly attractive,
owing to its reduced computational costs with re-
spect to methods explicitly representing the sur-
rounding solvent. In a continuum model, based on
the self-consistent reaction field (SCRF) principle,
the ensemble average of solute–solvent interactions
at thermal equilibrium is directly calculated [2, 3].
This approximation is valid if no specific interac-
tions exist between the solute and the solvent (e.g.,
as H bonds).

This work aims to report a comparison of two
different SCRF formalisms: the multipolar expan-
sion method [Nancy continuum model (NCM)] de-
veloped by Rivail and Rinaldi and the polarizable
continuum model (PCM) of Miertus, Scrocco, and
Tomasi [2, 3]. In this study, we compare the infra-
red (IR) and ultraviolet (UV) spectra of molecules
containing prototypical polar groups, that we cal-
culate in different dielectric surroundings with both
solvation models. In general, when small solutes
are treated quantum mechanically, the cost of a
SCRF calculation that includes solvent effects is
identical for each model and is not much greater
than that of the corresponding gas-phase calcula-
tion. The test molecules used in this study derive
from coumarin (Fig. 1). Natural or synthetic cou-
marin derivatives are widely used for their biologic,
medical, and physicochemical applications. Indeed,
they exhibit huge physiological properties (which
are biocompatible, with some of them showing an-
ticancer, anticoagulant activities) [4]. Moreover, a
large part of the coumarin derivatives constitutes a

class of dyes that are widely applied, especially as
laser dyes. These dyes own their success in this
domain to their high emission properties, their high
chemical stability, and to their relatively easy syn-
thesis.

This study is organized as follows: Section 2
deals with the methodology and compares the two
SCRF models (cavity building, electrostatic and
nonelectrostatic interactions calculation). Section 3
gathers the comparison of the spectroscopic results
obtained with both models. Section 3.1 presents the
IR spectra and determines the conditions under
which the SCRF models can be calibrated to exper-
iment. In Section 3.2, we analyze the maximum
absorption wavelength of UV/time-dependent-
density functional theory (TD-DFT) spectra of a set
of five substituted coumarins. To our knowledge,
this work presents the first TD-DFT calculations
performed within the NCM formalism.

2. Methodology

The PCM [5–12] is one of the most widely used
approaches for evaluating bulk solvent effects. In
PCM, one divides the problem into a solute part
(the coumarin dye) lying inside a cavity, and a
solvent part represented as a structureless material,
characterized by its dielectric constant as well as
other parameters, such as molar volume and polar-
izability. In this model, the solute charge distribu-
tion is represented as a continuous electron density,
associated with a fixed nuclear configuration inside
the solute cavity, and the solvent reaction field is
expressed in terms of a set of charges distributed all
over the solute cavity surface. These charges are
induced by the solute charges distribution, thus

FIGURE 1. Sketch of coumarin structure and number-
ing of the substitution positions.
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expressing the mutual solute–solvent polarization.
In PCM, the surface charges are obtained by nu-
merically solving the Poisson equation with the
integral equation formalism (IEF) code [7, 10–12].
The calculation of these charges authorizes the de-
termination of electrostatic contribution to the sol-
vation energy. The ensemble treatment of the non-
electrostatic contributions, including the dispersive
(based on the McWeeny theory formulation [12]
using dynamic polarizabilities) and the cavitation
[13–15] terms, is carried out using empiric relations.
It is important to underline that only the electro-
static term is needed to get the wave function of the
solute (nonelectrostatic contributions are consid-
ered as a corrective post-treatment of the model).
In NCM formalism [16–21], the Coulomb solute–
solvent interactions energy is evaluated via a mul-
ticentric multipolar Taylor expansion of the electro-
static potential. This potential is called reaction
potential, giving rise to a reaction field. The first
derivative of the electrostatic potential, Rl

m(I), is
proportional to the reaction field factors fll�

mm�(I, J)
and the multipole of rang l� evaluated at a center J,
Ml�

m�( J) according to the following equation:

Rl
m�I� � �

J

�
l�

�
m�

fll�
mm��I, J� Ml�

m�� J�, (1)

where f ll�
mm�(I, J) depends only on the cavity shape

and on the relative dielectric constant of the solvent.
It is computed numerically by using the continuity
condition of the electrostatic potential at a large
enough point of the surface. In this study, we use
the Gaussian averaged distribution (GAD) to rep-
resent the charge distribution with the multicentric
multipole distribution [22]. Following the theory of
Vigne-Maeder and Claverie [23], the multipole of
rank l calculated at a center O, Ml(O), can be eval-
uated by means of a distribution on the N atomic
centers I:

�
I

w�OI�TOIMl�O�, (2)

where TOI is a translation operator from O to I, and
w(OI) is a Gaussian weight of the multipole calcu-
lated at a center O and translated to center I:

w�OI� �
1
N

e�JI2

¥K�1
N e�JK2 . (3)

In this context, the Hartree–Fock or Kohn–Sham
matrix element takes the form:

F�� � F°�� � �
I

�
J

�
l

�
l�

�
m�

Ml�
m�� J� fll�

mm�� J, I�

���Ml
m���l, (4)

where Ml�
m�( J) is a component of the distribution on

center J, and ���Ml
m���l is a (�, �) component of the

matrix associated with the Ml
m component on center

I, which is given, in the GAD formalism, by the
equation:

���Ml
m���l � �

J

w�IJ�����TJI �
l�

�
m�

Ml�
m�( J)�

l

m���, (5)

where

�TJI �
l�

�
m�

Ml�
m�( J)�

l

m

is the (lm) component in I resulting in the multipole
operators defined at center J. From a technical point
of view, all calculations in this study were per-
formed with the following parameters: the maximal
order of the multipolar expansion is 6, all nuclei are
chosen as center for the multipolar expansion, the
relative dielectric constant inside the cavity is equal
to 1 (vacuum), and the cavity has the shape of the
molecule following the algorithm of J. L. Pascual-
Ahuir (GEPOL93). For similar cavities and calcula-
tion level, both the PCM and NCM should provide
exactly the same electrostatic contribution to the
free enthalpy of solvation [24]. Even if cavitation
and dispersion [25, 26] terms can also be evaluated
in NCM formalism (i.e., using the Pierrotti [13–15]
model for cavitation), these calculations are rarely
performed. The reason is that these terms can only
be grossly evaluated and often almost cancel each
other out.

The choice of shape and dimension for the solute
is one of the most delicate steps in defining a con-
tinuum solvation model. For both models, the sol-
ute cavity is built on interlocking spheres, usually
centered on atoms or atomic groups. Although al-
most identical, the generation of the cavities in
PCM and NCM slightly differs [27]. In the frame-
work of PCM, different cavities are considered to
calculate the various components to the solvation
energy. For the electrostatic contribution, the de-
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fault surface is solvent excluding surface (SES) [28].
The surface is built from spheres, centered on at-
oms, on which solvent spheres with a defined ra-
dius are rolled. Many possible choices for the
atomic radii have been proposed. One of the most
refined treatments uses optimized radii calibrated
on the solvation energies of a representative set of
solutes [29, 30]. In NCM, the standard criterion
used to compute the energy of solvation is based on
Onsager works, the purpose of which is to use the
average volume occupied by a molecule [31].

Practically, in the present work we consider for
the NCM formalism, a multicentric expansion
of the multipolar development with molecular-
shaped (SvdW) [32] cavities represented as a super-
position of overlapping nuclear centered spheres
with radii equal to Bondi values [33] scaled by a
factor of 1.3084 (B. Teryn, personal communica-
tion). This choice is made to obtain a cavity volume
consistent with Onsager’s theory for polar liquids.
In the case of PCM, the sphere radii used are of the
UAO type scaled by a factor of 1.2. PCM and NCM
calculations have been performed respectively with
the standard Gaussian 03 package [28] and the
modified Gaussian 03 package (SCRFPAC) devel-
oped by Rinaldi and Pappalardo [34]. All calcula-
tions follow the methodological procedure:

1. Optimization of the ground-state geometry at
the B3LYP/6-311G(2d,2p) level of theory with
a tight (SCF convergence at 10�11) threshold:
After the minimization process, we perform a
vibrational analysis.

2. Determination of the vertical electronic exci-
tation energies using the TD-DFT framework:
In the case of coumarin, it has been shown
that the 6-311�G(2d,2p) [35] is an adequate
basis set. However, for NCM calculations, the
presence of diffuse functions leads to a SCF
cycle divergence caused by the extension of
the electronic cloud outside the cavity bound-
ary. Nevertheless, this problem is definitively
solved by slightly reducing the initial basis to
6-311G(2d,2p). Because we study electronic
spectra in the present work, we have selected
the nonequilibrium PCM and NCM solutions
[5]. Indeed, the absorption presents a short
characteristic time. Therefore, only the solvent
electronic distribution can adapt to the new
(excited) electronic structure of the solute,
while molecular motions of the solvent are
frozen during the process. If full relaxation of

the solvent is allowed, one obtains the so-
called equilibrium PCM solutions [5].

DFT orbitals are obtained by solving the Kohn–
Sham equation, involving exchange and correlation
(XC) terms. Numerous XC functionals have been
developed, and an adequate choice is crucial to
obtain reliable results. In a first group, one finds the
local density approximation (LDA) functionals. In
this scheme, a potential due to a spherical and
uniform distribution of the allocated density charge
to each electron: this approximation is often inap-
propriate for studying the excitation spectra [35]. In
a second group, one finds the gradient corrected
functionals [generalized gradient approximation
(GGA)], for example, BLYP [36, 37] (Becke’s ex-
change and Lee, Yang, Parr (LYP) correlation) and
Perdew–Burke–Erzenrhof (PBE) [38, 39]. In this
scheme, the exchange-correlation potential is a
function of both the density and its gradient. Com-
pared with LDAs, pure GGA functionals provide
superior results, although they are unable to deliver
correct values for most of the dye properties (ge-
ometry, UV and UV/VIS spectrum). In a third
group, one finds hybrid functionals that are cur-
rently favored by the computational chemists, and
that include a fraction of exact exchange (i.e., Har-
tree–Fock). Typically, the so-called three-parameter
hybrids are built as follows:

EXC � ELDA-XC � �1�EHF � ELDA-XC� � �2	EGGA-X

� �3	EGGA-C, (6)

where the GGA corrections on the exchange and
correlation energies explicitly appear. The �i pa-
rameters are often optimized with a method of
least-squares fitting on experimental data (e.g., at-
omization enthalpies, ionization potentials). In this
work, we used O3LYP [40] (�1 � 0.1161, �2 �
0.9262, �3 � 0.8133), B3LYP [41, 42] (�1 � 0.20, �2 �
0.72, �3 � 0.83). PBE0 [43, 44] is built on the ACM1
approach, in which �4 � 0.25:

EXC � EHF � �1 � �4�EGGA-X � EGGA-C. (7)

3. Results

3.1. SCRF FORMALISM EFFECTS ON
VIBRATIONAL SPECTRA

In this section, the anharmonicity correction to
the fundamental wave numbers is carried out
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by scaling the calculated harmonic frequencies.
Andersson and Udval [45] demonstrated in recent
work that, at the B3LYP framework, this value is
quite sensitive to the selected basis set. Moreover,
they show that the theoretical values calculated
with 6-311�G(d,p) have to be corrected by a factor
of 0.9679. Since this basis set is close to the one we
used, we have chosen to scale our wave numbers by
the same amount. The PCM–NCM (standard ver-
sions) and experimental coumarin CAO stretching
mode wave number (�CAO) and intensities (ICAO)
dependence with the surrounding dielectric con-
stant (	r) are firstly studied. The ICAO and �CAO
evolutions as a function of 	r are drawn in Figure 2,
and the values are given in Table I.1 (see Supple-
mentary Material). Figure 2 shows a nice correla-
tion among the three evolutions for which we can
observe a saturation of both ICAO and �CAO for a
	r

Solvent superior to 5. Moreover, PCM wave num-
bers are systematically lower than NCM ones,
whereas the IR intensities are larger with the former
one. This PCM–NCM discrepancy can be explained
by the different cavities used to compute the sol-
ute–solvent interactions energy; consequently, it is
obvious that the solute polarized wave functions
are not similar. In Figure 2 one clearly sees that the
PCM–NCM ICAO and �CAO differences are lower
for smaller 	r, due to the weak electrostatic interac-
tions. To ease the comparison, one can choose an
identical type of solute cavity for both models. Be-
cause it is a common option to PCM and NCM, we
go to the van der Waals (vdW) type of surface with
Bondi-type atomic radii of 1.70, 1.52, and 1.20 Å for
C, O, and H, respectively. On the other side, from
the starting vdW values of coumarin atomic radii, a
scan of the cavity size has been performed with
scale factors 
 (atomic sphere growth factor) of 1.1,
1.2, 1.3, 1.4, 1.5, 3.0, and 5.0. Table I.2 (see Supple-
mentary Material) provides the �CAO dependence
to solute cavity size which is drawn in Figure 3 for
calculations performed in benzene and in ethanol.
Note that because of memory storage limitations,
calculations of �CAO for 
 values superior to 3.0 are
made difficult in the PCM framework. As depicted
in Figure 3, since the electrostatic contribution to
the solvation energy goes to zero for infinite value
of 
, the NCM �CAO limit is calculated to be 1758
cm�1 which is indeed the value for the isolated
system (molecule in gas phase). In the case of PCM,
the extrapolated value for 
 going to infinity does
not correspond to the gas-phase calculation. In
other words, for a similar value of cavity volume
(V), we get two different values of �CAO. Moreover,

Figure 3 shows that, in the case of coumarin in
ethanol, only NCM model permits a calibration
adjustment of the cavity volume, to minimize the
theory–experiment discrepancies. The optimal
agreement for �CAO [experimental �CAO values
1723 cm�1] is reached in EtOH for a cavity volume
of 
270 Å3 (cavity surface of 
230 Å2), which cor-
responds to a 
 value close to 1.5. Using the NO-
CAV, NODIS, and NOREP options in the PCM
formalism (which avoid the calculations of cavita-
tion, dispersion, and repulsion energies, respec-

FIGURE 2. Comparison between PCM, NCM, and
experimental CAO stretching wave number (in cm�1)
and intensity (in km � mol�1) of coumarin in various sol-
vent of dielectric constant 	r.
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tively) leads identical values of �CAO than those
listed in Table I.2. Obviously the possibility of non-
electrostatic terms which influence the vibrational
treatment has to be ruled out.

The main origin of the PCM–NCM is attributed
to the fact that the PCM formalism does not take
into account the whole set of options: i.e., in our
case, the Bondi-type atomic radii option is not ap-
plied during the entire process of geometry optimi-
zation. Table I.3 shows the PCM–NCM evolution
with the scaling factor 
 (
 � � corresponds to the
solute in gas phase) of several ground-state prop-
erties of the trifluoromethane in tetrachlorometh-
ane, the target properties are: (i) the dipolar mo-
ment � (in Debye), (ii) the cavity surface (S in Å2)
and volume (V in Å3), (iii) the COH and COF bond
length (d in Å), (iv) the electrostatic energie of sol-
vation (in kcal � mol�1), and (v) unscaled IR fre-
quencies (expressed in cm�1) and their correspond-
ing symmetry label. From Table I.3 (Supplementary
Material), one can see that, if close cavity sizes are
preserved during the geometry optimizations and
the vibrational calculations, both SCRF models pro-
vide quasi-identical IR spectra: as expected, the ma-
jor discrepancies occur for the vibrational modes of
highest energies (A�1 and E� modes of vibration).
The slight divergences between the PCM and NCM

IR spectra can be related to the fact that the ground-
state electrostatic energies also differ. There are sev-
eral reasons why the electrostatic energies differ
even when one uses the same cavity definitions
[24]. Chief among these may be the way in which
the solute charge is represented. Indeed, the PCM
calculations use the full solute wave function,
whereas the NCM model uses a distributed multi-
pole expansion. A second difference is the outlying
charge error treatment. The NCM treats all solute
charge effects arising from multipoles within the
cavity; hence outlying charge error is not manifest.
As shown in Table I.3 (Supplementary Material),
this effect is particularly huge when (i) small solute
cavity size are used (for small value of 
) for which
we register the largest NCM–PCM discrepancies in
Eelect calculations, and (ii) high dielectric solvent is
used. Indeed, as shown in Table I.4 (Supplementary
Material), the NCM–PCM differences for the A�1
and E� modes of vibration is sensitively higher for

 values inferior to 1.5: 40 cm�1 at maximum (
 �
1.0), corresponding to a difference in solvation elec-
trostatic energies of 1.6 kcal � mol�1. Compared
with calculations in weaker dielectrical surround-
ing (see Table I.3, Supplementary Material), the
NCM–PCM electrostatic energies difference is infe-
rior to 0.20 kcal � mol�1 in average [from 
: 1.0 to
3.0] suggesting that both models are equivalent
when identical solute cavity sizes are used. More-
over, D. Rinaldi et al. [21] show that for a identical
solute cavity volume, the equivalence NCM–PCM
remains useful for reasonable dielectrical surround-
ings, i.e., the solvent used is acetonitrile (	r of 36.6).

It is of interest to check whether the optimal scale
factor value is identical (or included in a same
interval) for the whole IR spectrum: the 
 depen-
dence of the coumarin IR spectra calculated in ben-
zene is depicted in Figure 4, which shows that only
the stretching mode involving the OOCAO group
(band of a maximal intensity) is significantly af-
fected by the change of the cavity size (�61 cm�1

shift), the rest of the spectrum remaining almost
untouched: The COC and COH bending (in plane:
600–700 cm�1, out of plane: 1200–1500 cm�1),
stretching (COC: 3000–3200 cm�1, COH: 1500
cm�1), bands are not affected by the 
 variation,
whereas the OOCAO bending band is weakly
modified (�3 cm�1). To further analyze the fre-
quency modification, one can isolate two factors
that are susceptible to modify the PCM and NCM
sensitivity to 
 variation: (i) the solute polarity (in
the coumarin case, only the stretching mode of the
more polar group is affected by the change of cavity

FIGURE 3. Asymptotic evolution of CAO stretching
wave number (in cm�1) of coumarin with the volume cav-
ity size of the solute (expressed in Å3). IR spectra are ob-
tained at the NCM-PCM(EtOH)/B3LYP/6-311G(2d,2p)
level. The limit at 1758 cm�1 corresponds to the theoreti-
cal value of the stretching wave number in vacuum and
the second line corresponds to the experimental value.
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size), and (ii) the solvent polarity [as shown in Table
I.2 (Supplementary Material) the coumarin �CAO vari-
ation range is larger in EtOH than in C6H6].

3.1.1. Solute Polarity Effects

Since PCM and NCM formalisms provide nearly
identical results in weak or reasonable dielectrical

surroundings when a common solute cavity size is
used for the geometry optimizations as well as for
vibrational calculations, the results gathered in Ta-
bles I and II are common to the two SCRF models
[46]. For the set of solutes listed in these tables, only
the bands of maximal intensity are sensitive to the
change of 
. As an example, for CH3F, CF3H, and
CF4, we calculate a variation range [	� � �(
 �
3.0) � �(
 � 1.0)] for the COF bending modes (for
which the relative intensities are close to zero) of
only �3 cm�1 on average. These results are in per-
fect agreement with the coumarin IR spectrum be-
havior depicted in Figure 4, for which the OOCAO
bending mode variation is of �6 cm�1 (it represents
only 9% of variation range obtained for the CAO
stretching mode frequency) for 
 going from 1.0
to 1.5.

Table I lists the stretching modes, which are
deeply affected by the cavity size change. In Table
I, the wave number evolution, with respect to the
scaling factor, is evaluated in CCl4 for a set of 8
solutes of various polarity. The starting Bondi-type
atomic radii (in Å) are of 1.47 for F, 1.75 for Cl, 1.55
for N, and 1.85 for the Br atom. From the wave
number variations, one can deduce the effects in-
duced by the change of the solute polarity (indi-
cated in Tables I and II by the relative dielectric
constant 	r

solute, as well as the gas-phase dipole mo-
ment �gas

solute values) on the IR spectra. It turns out
that there is no direct correlation between �gas

solute

and 	r
solute, and the variation of the stretching wave

number value with 
. For example, the frequencies
shift of the COH and COF stretching mode in
methane and fluoromethane molecules are of �4
cm�1 and �32 cm�1, respectively, although both
molecules have no permanent dipole moment and
very close dielectric constants. In contrast, as shown
in Table I, the frequency variation range of the COF
stretching mode of CH3F is three orders of magni-
tude weaker than in CF3H, in spite of the fact that
	r

CH3F is higher than 	r
CF3H by a factor 10. One can

also express the polarity of the bond by using the
partial atomic charges q (computed within the Mul-
liken partitioning in the gas phase). Indeed, a rela-
tion between the atomic charges and the wave
number shifts when 
 increases does exist. For the
CH3F, CF3H, and CF4 set of molecules, the Mulliken
atomic charge borne by the F atom is �0.36, �0.28,
and �0.25 e, respectively, whereas the frequency
shifts are of �7, �20, and �32 cm�1. This statement
also holds for the largest C6H5F molecule, for which
we calculate a qF value of �0.30 e and a variation
range of �11 cm�1. We also consider the difference

FIGURE 4. Comparison between theoretical IR spectra
(up) and experimental spectrum of coumarin in benzene
solution (down). The evolution of the benzene-phase IR
spectrum with 
 (varying from 1.0 to 1.5) is also provided.
All geometries are obtained at the NCM(C6H6)/B3LYP/6-
311G(2d,2p) level. The experimental spectrum has been
taken with a Perkin-Elmer spectrum RX IFT-IR system.

PREAT ET AL.

580 INTERNATIONAL JOURNAL OF QUANTUM CHEMISTRY DOI 10.1002/qua VOL. 107, NO. 3



of charges (	q) carried by each bonded atoms im-
plied in the stretching mode, i.e., the C and F atoms
in this case. This difference of charges is 0.61, 1.11,
and 1.24e for CH3F, CF3H, and CF4 solutes, respec-
tively, showing a monotonic but not linear behav-
ior. Obviously, the larger the 	q, the larger the
variation range, permitting the calibration of the
solute cavity size. In the case of bromomethane
derivatives, it is the reverse: the larger the 	q, the
weaker the variation range. This can be explained
by the fact that, in the case of bromo-derivatives,
the positive charge of the polarized COBr bond is
carried by the Br atom(s), whereas for the fluoro-
derivatives, the electronic density of the COF bond
is located on the F atom(s).

3.1.2. Solvent Polarity Effects

Table II shows the impact of the solvent’s rela-
tive dielectric constant (	r

solvent) on � variation. It
turns out that the wave number sensitivity to the
change of cavity size is greater for large 	r

solvent. For
the chloro- and fluorobenzene, for which IR spectra
are calculated in a weak dielectrical environment
(see Table II), the experimental values are never
reached, whatever the value of 
. One can also note
that, in general, for both SCRF formalisms, a de-
crease of 	r

solvent leads to an increase in the stretch-
ing mode wave number, which is in general too
large, and the experimental value is overshot. Since
for 
 values inferior to 1.0, imaginary wave num-
bers appear, and taking into account the fact that

PCM calculations become difficult (because of
memory storage limitation) for 
 values superior to
3.0, it is then more difficult to calibrate the PCM
solute cavity size for calculation in solvents with a
weak dielectric constant.

On the other side, note that, for molecules pre-
senting large 	r (i.e., nitromethane, -ethane, and
-benzene), a calibration is possible whatever the
	r

solvent value and the solute size (described by
V
�1.0

cav in Table II) and the optimal 
 tends to a
common value (of 1.5). In the nitrobenzene case, for
which we calculate the largest V
�1.0

cav (105 Å3 com-
pared with 51 and 68 Å3 for nitromethane and
nitroethane, respectively) value and the lowest
variation range of NAO stretching (�24 cm�1 in
CCl4), one can see that the optimal 
 is 	r

solvent-
independent and can be estimated at 1.5 for a cali-
bration performed in CCl4 or in pure liquid phase.
It is important to underline that, in the coumarin
case (for which we get a V
�1.0

cav of 127 Å3 and a 4.67
D dipole moment, i.e., very close to C6H5NO2 one),
we also get a very close 	r

solvent-independent value
of 
 (see Tables I.1 and I.2, Supplementary Mate-
rial).

3.2. SCRF FORMALISM EFFECTS ON
UV SPECTRA

We have used a training set of five molecular
systems directly deriving from coumarin, for which
we used the standard substitution position labeling
(5-Me; 6,7-diOH; 7,8-diOH; 6-Cl; and 6-NH2 in Fig.

TABLE I ______________________________________________________________________________________________
Stretching wave number (in cm�1) evolution � with the scale factor � (from 1.0 to 3.0) of selected 8 solutes in
CCl4 solvent.*

Solutes
	r

solute

[45] �gas
solute Vibrational mode 	q

�

	�1.0 1.1 1.2 1.3 1.4 1.5 2.0 3.0

CH4 1.68 0 Stretching COH �0.35 2937 2338 2939 2939 2940 2940 2940 2940 �3
CH3Br 9.71 1.917 Stretching COBr �0.13 547 553 557 558 560 561 564 566 �19
CBr4 — 0 Stretching COBr �0.75 594 598 601 603 603 604 606 607 �13
CH3Cl 10.00 2.0376 Stretching COCl 0.10 653 662 667 671 673 674 678 680 �27
CCl4 2.23 0 Stretching COCl 0.04 686 692 695 697 698 699 703 705 �18
CH3F 51.00 1.7476 Stretching COF 0.61 990 999 1005 1010 1012 1014 1020 1023 �33
CF3H 5.20 1.524 Stretching COF 1.11 1088 1091 1092 1093 1094 1095 1097 1098 �10

Stretching COH 0.84 3071 3062 3054 3048 3043 3040 3033 3031 �40
CF4 1.69 0 Stretching COF 1.24 1195 1201 1206 1209 1212 1213 1219 1221 �26

* For all the studied compounds, the wave numbers reported in this Table correspond to stretching modes of maximum intensity.
For each compound, the variation range 	� is related to the solute dielectric constant 	r

solute, the solute gas-phase dipole moment
�gas

solute (in Debye), and the charge difference 	q (in e) of the bond involved in the vibrational mode.
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1). The experimental maximum absorption wave-
length (�max) in ethanol is known for each of these
molecules: 315, 354, 335, 321, and 370 nm, respec-
tively [47]. The theoretical �max reported in the
following corresponds to the first singlet excited
state for which a dipole-allowed transition (i.e.,
nonzero oscillator strength) from the ground
state is found.

In the theoretical approach, one can formally
split the solvent effects on the electronic spectrum
into two components: (i) a modification of the
ground-state geometry (indirect component) and (ii)
a perturbation of the UV spectra (direct component).
The relative weight of the two contributions is
shown in Table III, in which we provide the �max
calculated with the standard versions of SCRF
models. It turns out that the modification in the
ground-state geometry due to the change of solva-
tion model has an slight impact on �max (average

difference of 
 �4 nm). In contrast, the change on
the excitation spectrum is not of constant magni-
tude, and one can split the five studied compounds
into two groups: (i) the 5-Me and 6-Cl derivatives
for which �max are identical, whatever the SCRF
formalism used for the TD-DFT calculations; and
(ii) the more polar 7,8-diOH, 6,7-diOH, and the
6-NH2 for which �max are affected by this change
(
6 nm on average). Obviously, the difference is
independent of the functional used for TD calcula-
tions and seems to be more significant for most
polar solutes 7,8-diOH, 6,7-diOH, and the 6-NH2-
coumarin. Moreover, since PCM solute–solvent
nonelectrostatic interactions are not taken into ac-
count in the TD calculations, the discrepancies
might origin in the fact that the standard cavities
used in each model are not identical. More pre-
cisely, NCM cavities are systematically larger than
the PCM ones (e.g., for 6-Cl derivative, NCM pro-

TABLE III ____________________________________________________________________________________________
Solvation model effect on the calculated �max.*

Substituents

Gas UV
Gas geometry
PCM(EtOH) UV NCM(EtOH) UV

O3LYP B3LYP PBE0 O3LYP B3LYP PBE0 O3LYP B3LYP PBE0

5-Me 313 304 296 314 304 296 315 303 295
6-Cl 324 313 305 319 309 301 320 308 300
7,8-diOH 325 301 294 351 331 320 346 326 314
6,7-diOH 341 329 320 349 336 326 345 330 321
6-NH2 380 362 351 402 381 367 398 373 360

Substituents

Gas UV
PCM (EtOH) geometry

PCM(EtOH) UV NCM(EtOH) UV

O3LYP B3LYP PBE0 O3LYP B3LYP PBE0 O3LYP B3LYP PBE0

5-Me 313 304 296 314 304 296 315 304 296
6-Cl 319 309 301 319 309 301 321 309 300
7,8-diOH 339 321 309 351 332 320 346 326 315
6,7-diOH 341 329 320 349 336 326 347 333 323
6-NH2 380 363 351 403 381 367 402 378 364

Substituents

Gas UV
NCM (EtOH) geometry

PCM(EtOH) UV NCM(EtOH) UV

O3LYP B3LYP PBE0 O3LYP B3LYP PBE0 O3LYP B3LYP PBE0

5-Me 313 305 297 314 305 297 315 304 295
6-Cl 324 314 305 320 310 302 321 309 300
7,8-diOH 337 320 309 351 332 321 346 325 314
6,7-diOH 342 330 321 350 337 328 346 331 322
6-NH2 382 364 352 406 381 370 401 376 363

* All geometries are obtained at the B3LYP/6-311G(2d,2p) level. UV spectra are always obtained at the TD-DFT/6-311G(2d,2p) level.
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vide a 236 Å3 cavity surface whereas PCM cavity is
of 193 Å3); this change in cavity size affecting the
more polar solutes. Nevertheless, the average dif-
ference between �max

NCM and �max
PCM is slight; let us

suggest that the choice of cavity size has a minor
impact on the UV treatment.

In recent work, Rinaldi et al. [21] show that the
required time for the geometry optimization start-
ing from the gas phase structure as well as for
vibrational treatments is in general quasi-equiva-
lent for both SCRF formalisms used [21]. In con-
trast, as depicted in Figure 5 (the data are listed in
Table IV), for TD-DFT calculations, the required
CPU time is slightly sensitive to the choice of the
SCRF model. As shown in Figure 5, NCM calcula-
tions time is reduced by 3 min (on average), which
corresponds to a saving of 13% of the total required
CPU time.

4. Conclusions and Outlook

We have reported a comparison of the liquid-
phase IR and UV spectra as a measure of the re-
sponse of the solute to the reaction field of several
solvents. Both properties (resulting from PCM and
NCM approaches) have been compared with, and
confronted to, experimental data. In this context,
the solute cavity size is shown to be an essential
factor for these calculations and a scale factor (
),
by which the atomic radii are multiplied, is intro-
duced to permit fitting of the theoretical results.
Two factors which modify the PCM and NCM sen-
sitivity to 
 have been highlighted: the solute po-

larity and the solvent polarity. The results point out
a more marked sensitivity of the IR spectra to these
factors. More precisely, it has been established that
a large solute polarity is a necessary condition to
permit calibration of the solute cavity size. A direct
consequence is that, for any solute, only the vibra-
tional modes implying a (or more than one) polar
groupment of the molecule is liable to be calibrated.
Practically, as shown for coumarin, a calibration of
the IR spectrum is conceivable for the only vibra-
tional modes of maximal intensity.

Considering the UV spectra of coumarin deriva-
tives, a comparison of �max that results from both
standard SCRF formalisms shows that NCM and
PCM provide quasi-identical values of �max, inde-
pendently of the chosen cavities, although the
former can be carried out at significantly lower
CPU costs. As an outlook, we are actually testing
the reliability of the NCM model in the evaluation
of coumarin derivatives UV spectra for which an
efficient an adaptable theoretical scheme has been
designed [35].

ACKNOWLEDGMENTS

J. P. acknowledges the FRIA (Belgian Fonds pour
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TABLE IV ____________________________________
Required NCM–PCM CPU times for TD calculations
(minutes).*

Compounds

CPU time

NCM PCM

5-Me 23 27
6-Cl 21 24
7,8-diOH 24 28
6,7-diOH 25 28
6-NH2 26 29

* UV spectra are always obtained at the TD-B3LYP/6-
311G(2d,2p) level.
a Calculations performed with IBM RS6000 workstation.

FIGURE 5. Comparison between NCM (�) and PCM
(■) required CPU times (minutes) for TD-DFT calcula-
tions. All calculations have been performed in the UV
spectra are always obtained at the PCM(EtOH)-
TD(B3LYP)/6-311G(2d,2p) level of theory.
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