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#### Abstract

In an effort to expand the existing QUEST database of accurate vertical transition energies [Véril et al. WIREs Comput. Mol. Sci. 2021, 11, e1517], we have modeled more than 100 electronic excited states of different natures (local, charge-transfer, Rydberg, singlet, and triplet) in a dozen of mono- and di-substituted benzenes, including aniline, benzonitrile, chlorobenzene, fluorobenzene, nitrobenzene, among others. To establish theoretical best estimates for these vertical excitation energies, we have employed advanced coupled-cluster methods including iterative triples (CC3 and CCSDT) and, when technically possible, iterative quadruples (CC4). These high-level computational approaches provide a robust foundation for benchmarking a series of popular wave function methods. The evaluated methods all include contributions from double excitations (ADC(2), CC2, CCSD, CIS(D), EOM-MP2, STEOM-CCSD), along with schemes that also incorporate perturbative or iterative triples (ADC(3), $\operatorname{CCSDR}(3), \operatorname{CCSD}(\mathrm{T})(\mathrm{a})^{\star}$, and $\left.\operatorname{CCSDT}-3\right)$. This systematic exploration not only broadens the scope of the QUEST database but also facilitates a rigorous assessment of different theoretical approaches in the framework of a homologous chemical series, offering valuable insights into the accuracy and reliability of these methods in such cases. We found that both $\operatorname{ADC}(2.5)$ and CCSDT-3 can provide very consistent estimates, whereas among less expensive methods SCS-CC2 is likely the most effective approach. Importantly, we show that some lower order methods may offer reasonable trends in the homologous series while providing quite large average errors, and vice versa. Consequently, benchmarking the accuracy of a model based solely on absolute transition energies may not be meaningful for applications involving a series of similar compounds.
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## 1 | INTRODUCTION

The efficient harnessing of photophysical and photochemical phenomena still presents a formidable challenge for chemists. These
intricate processes unfold at an ultrafast timescale and often entail the interplay of multiple electronic states, introducing a level of complexity beyond the scope of traditional thermal chemistry. In response to this challenge, the experimental and theoretical communities have

[^0]actively pursued the development of innovative methodologies aiming to characterize electronic excited states (EES), which serve as central objects for comprehending and rationalizing interactions between light and matter.

On the theoretical side, efforts have been dedicated to developing efficient and computationally economical methodologies offering chemically relevant descriptions of EES. ${ }^{1}$ In particular, time-dependent density-functional theory (TD-DFT), ${ }^{2-4}$ a relatively recent theoretical approach, has quickly emerged as a powerful tool for modeling optical spectra, probing the nature of the EES, and getting estimates of their properties. ${ }^{5,6}$ However, like all theoretical models, TD-DFT comes with an intrinsic error, and the quantification of its magnitude is required, yet challenging. To this end, accurate reference values are essential. In the case of EES, relying on experimental data as references is far from straightforward. Indeed, the measurements of rather simple EES properties, such as geometries and dipoles, exhibit significant uncertainties and are only possible for compact systems. Conversely, highly accurate measurements of transition energies are available, albeit primarily for 0-0 (non-vertical) transitions, thus making the direct comparison between the experimental and theoretical data more challenging. ${ }^{7}$ Consequently, the development of comprehensive databases of theoretical vertical transition energies (VTEs) remains necessary to assess the performances of more computational affordable methods dedicated to EES.

Inspired by the seminal works of Thiel's group, ${ }^{8-11}$ our joint efforts, started in 2018, have resulted in the establishment of an extensive database of reference VTEs, known as QUEST. ${ }^{12}$ A summary of our contributions during the 2018-2021 period can be found in Reference 12, which gathers approximately 500 VTE entries, the majority of which are deemed chemically accurate, with deviations not larger than 0.05 eV from the exact values obtained through full configuration interaction (FCI) calculations. To achieve this, we relied on two theoretical models: selected configuration interaction (SCI), an elegant and effective method to quickly approach the FCI limit, but limited in practice to quite small molecules, ${ }^{13-20}$ and coupled-cluster (CC) theory, which offers a welldefined path for systematic improvement with the following sequence of methods: CC2, ${ }^{21,22}$ CCSD, ${ }^{23-27} \mathrm{CC} 3,{ }^{28-30} \mathrm{CCSDT},{ }^{31-35} \mathrm{CC} 4,{ }^{36-39}$ and so forth. However, the original QUEST database presents inherent limitations, focusing on transition energies, and featuring a restricted range of small organic compounds. Over the last three years, our research efforts have been dedicated to expanding QUEST in various directions. This includes incorporating EES with a substantial chargetransfer (CT) character, ${ }^{40}$ exploring compounds with an inverted singlettriplet gap, ${ }^{41}$ defining ultra-accurate EES dipole moments and oscillator strengths for small compounds, ${ }^{42-44}$ treating systems containing transition metals, ${ }^{45}$ and introducing bicyclic organic derivatives. ${ }^{46}$

In the present contribution, we explore a previously overlooked aspect: the impact of chemical substitution on a given chemical core. Indeed, when using efficient theoretical methods, such as TD-DFT or CC2, for solving chemical problems, trends within a homologous series often become the central question. In this framework, we focus here on the most popular conjugated unit, the phenyl ring, examining various substitution patterns (mono- and di-substituted, with donor and/or acceptor groups), as can be seen in Figure 1. For all EES, we
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FIGURE 1 Representation of the systems investigated in the present study.
obtained, at the very least, CC3/aug-cc-pVTZ estimates, often corrected thanks to CCSDT double- $\zeta$ results, and even CC4 contributions in a few cases. Except for the CT transitions in a few compounds, ${ }^{40,47}$ these derivatives have, to the very best of our knowledge, never been treated at these high levels of theory.

This paper is organized as follows. First, we describe the theoretical protocols employed to define the theoretical best estimates (TBEs) associated with these vertical excitation energies as well as the softwares used in the benchmarking section. Next, we compare these TBEs with literature data and we discuss their accuracy. Next, we evaluate the performances of lower-order models using these TBEs and consider both absolute and relative accuracies. Finally, we summarize our main findings.

## 2 | COMPUTATIONAL DETAILS

## 2.1 | Geometries

The ground-state geometry of all systems has been optimized, depending on the size of the compound, at the $\operatorname{CCSD}(\mathrm{T})$ or $\operatorname{CC3}$ level using the cc-pVTZ atomic basis set and applying the frozen-core (FC) approximation. These optimizations have been achieved with CFOUR, ${ }^{48,49}$ relying on default convergence thresholds. Cartesian coordinates for all structures are available in the Supporting Information (SI). It is noteworthy that for obvious computational reasons, we
enforce symmetry constraints, that is, all compounds of Figure 1 have been considered in the $C_{2 v}$ point group. While this is the correct point group in most cases, we underline that the amino group can be slightly puckered in some systems. For example, aniline should normally be of $C_{s}$ symmetry as the nitrogen lone pair is not fully delocalized on the phenyl cycle. All calculations use the build-in atomic basis sets of the used codes.

## 2.2 | Definition of the TBE

To determine the TBEs associated with the VTEs, we relied on high-level CC calculations, all performed in the FC approximation. We carried out the CC calculations using either the equation-of-motion (EOM) or linear-response (LR) formalisms, but we do not specify this aspect below since both yield the very same transition energies. ${ }^{26,50}$ We performed CC3, CCSDT, and CC4 calculations, using three atomic basis sets containing both polarization and diffuse functions, namely $6-31+G(d)$, aug-cc-pVDZ, and aug cc-pVTZ, which are simply denoted "Pop", "AVDZ", and "AVTZ" below. To perform these CC calculations we used CFOUR,, 48,49 DALTON, ${ }^{51}$ and MRCC. ${ }^{52,53}$ The former allows for CC4 calculations but only treats singlet excited states at high CC levels. The triplet transition energies have been obtained with Dalton (CC3) and MRCC (CCSDT). For the cases allowing for direct comparisons between the three codes, we have not found VTE variations exceeding 0.001 eV when applying default convergence thresholds for the three software packages.

In most cases, we could achieve CCSDT calculations with one of the double- $\zeta$ basis sets, hence our TBEs were obtained as

$$
\begin{align*}
\Delta E_{\mathrm{AVTZ}}^{\mathrm{TBE}} & =\Delta \tilde{E}_{\mathrm{AVTZ}}^{\mathrm{CCSDT}} \\
& \simeq \Delta E_{\mathrm{AVTZ}}^{\mathrm{CC3}}+\left[\Delta E_{\mathrm{Pop}}^{\mathrm{CCSDT}}-\Delta E_{\mathrm{Pop}}^{\mathrm{CC3}}\right], \tag{1}
\end{align*}
$$

or

$$
\begin{align*}
\Delta E_{\mathrm{AVTZ}}^{\mathrm{TBE}} & =\Delta \tilde{E}_{\mathrm{AVTZ}}^{\mathrm{CCSDT}} \\
& \simeq \Delta E_{\mathrm{AVTZ}}^{\mathrm{CC3}}+\left[\Delta E_{\mathrm{AVDZ}}^{\mathrm{CCSDT}}-\Delta E_{\mathrm{AVDZ}}^{\mathrm{CC3}}\right] \tag{2}
\end{align*}
$$

These equations have been demonstrated to provide excellent estimates of the actual CCSDT/aug-cc-pVTZ values. ${ }^{39}$ However, EES with a significant CT (sCT) character deserve a specific treatment. Indeed, it has been shown, first for intermolecular ${ }^{54}$ and next for intramolecula ${ }^{40}$ transitions having a sCT nature that CCSDT-3 ${ }^{55,56}$ often delivers VTEs closer to CCSDT than CC3, which is an unusual outcome. ${ }^{12}$ Therefore for these transitions, we apply the same two equations as above, but using CCSDT-3 rather than CC3 VTEs in the right-hand side.

For some EES of the most compact molecules, we could achieve CC4/6-31+G(d) calculations for the singlet EES, and we therefore computed the TBEs as

$$
\begin{align*}
\Delta E_{\mathrm{AVTZ}}^{\mathrm{TBE}}= & \Delta \tilde{E}_{\mathrm{AVTZ}}^{\mathrm{CC4}} \\
\simeq & \Delta E_{\mathrm{AVTZ}}^{\mathrm{CC3}}+\left[\Delta E_{\mathrm{AVDZ}}^{\mathrm{CCSDT}}-\Delta E_{\mathrm{AVDZ}}^{\mathrm{CC3}}\right]  \tag{3}\\
& +\left[\Delta E_{\mathrm{Pop}}^{\mathrm{CC4}}-\Delta E_{\mathrm{Pop}}^{\mathrm{CCSDT}}\right]
\end{align*}
$$

We underline that CC4 provides results very close to both CCSDTQ and $\mathrm{FCI},{ }^{38,39}$ so that the VTE defined with Equation (3) can be considered chemically accurate.

Finally, for the triplet EES of the largest compounds, we have been computationally limited to CC3/aug-cc-pVTZ. Hence, we simply relied on the following definition:

$$
\begin{equation*}
\Delta E_{\mathrm{AVTZ}}^{\mathrm{TBE}}=\Delta E_{\mathrm{AVTZ}}^{\mathrm{CC3}} \tag{4}
\end{equation*}
$$

Note that triplet EES are typically characterized by a very large single excitation character $\left(\% T_{1}\right)^{8,12}$ so one can expect CC3 to provide a very satisfying description for these states.

## 2.3 | Benchmarks

We have used the TBEs defined in the previous Section to benchmark a large set of wave function methods. Again, we systematically applied the FC approximation and used the aug-cc-pVTZ atomic basis set.

We performed CIS(D), ${ }^{57,58}$ CC2, ${ }^{21,22}$ SOS-ADC(2), SOS-CC2, and SCS-CC2 ${ }^{59}$ calculations with Turbomole 7.3, ${ }^{60,61}$ using the resolution-of-the-identity (RI) scheme with the RI-aug-cc-pVTZ auxiliary basis set. ${ }^{62}$ Default scaling parameters were used for the SOS and SCS calculations. The EOM-MP2, ${ }^{63} \operatorname{ADC}(2),{ }^{64,65} \operatorname{SOS}-\operatorname{ADC}(2)^{66}$ and ADC(3) ${ }^{65,67,68}$ VTEs have been obtained with Q-CHEM 6.0, ${ }^{69}$ applying the RI approximation with the corresponding auxiliary basis set, and setting the threshold for integral accuracy to $10^{-14}$. The SOS parameters differ in Turbomole and Q-Chem, hence the corresponding SOS-ADC(2) results are respectively tagged [TM] and [QC] in the following. Having the $\operatorname{ADC}(2)$ and $\operatorname{ADC}(3)$ values at hand, the $\operatorname{ADC}(2.5)$ results are simply obtained as their average, ${ }^{70}$ since the optimal mixing between the two approaches is close to the $50 / 50$ ratio. ${ }^{71}$ Similarity-transformed EOM-CCSD (STEOM-CCSD) ${ }^{72,73}$ energies were computed with ORCA 5.0. ${ }^{74}$ We checked that the active-space percentage was, at least, $98 \%$ for all reported EES. CCSD ${ }^{23}$ calculations were achieved with Gaussian $16,{ }^{75}$ whereas we used Dalton ${ }^{51}$ to obtain the $\operatorname{CCSDR}(3)$ VTEs. ${ }^{76}$ Finally, CFOUR, ${ }^{48,49}$ was employed to access both $\operatorname{CCSD}(\mathrm{T})(\mathrm{a})^{\star 77}$ and CCSDT-3 ${ }^{55,56}$ VTEs.

## 3 | RESULTS AND DISCUSSION

## 3.1 | Reference values

Our TBEs are listed in Tables 1 and 2, where we also report some key features for each EES: the oscillator strength $(f)$ and $\% T_{1}$ as obtained at LR-CC3/aug-cc-pVDZ level with Dalton, and the size change of the electronic cloud estimated at the ADC(3)/aug-cc-pVTZ level with

TABLE 1 Theoretical best estimates (TBEs) of the VTEs (in eV ) for ABN , aniline, benzonitrile, chlorobenzene, DMABN, and DMA.

| Compound | State | TBE |  | $\% \boldsymbol{T}_{1}$ | $f$ | $\Delta r^{2}$ | Literature |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ABN | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.448 | Equation (1) | 86.8 | 0.018 | -1 |  |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 5.032 | Equation (1) | 92.3 | 0.002 | 5 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\mathrm{wCT}, \pi \rightarrow \pi^{\star}\right)$ | 5.092 | Equation (1) | 89.2 | 0.427 | 3 | $4.98{\left[[C A S P T 2] ~^{78}\right.}^{78} 5.13[\text { STEOM }]^{79} ; 4.73{\left[\lambda_{\text {max }}^{\text {heptane }}\right]^{80}}^{\text {a }}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 5.783 | Equation (1) | 92.4 |  | 61 |  |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 5.827 | Equation (1) | 92.1 |  | 45 |  |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.635 | Equation (4) | 97.6 |  | 0 | 3.25 [STEOM] $^{79}$ |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.126 | Equation (4) | 97.0 |  | -3 | 4.11 [STEOM] $^{79}$ |
| Aniline | ${ }^{1} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.486 | Equation (3) | 87.3 | 0.029 | 0 | $4.31[\operatorname{CCSD}(\mathrm{~T})]^{81} ; 4.33[\mathrm{CASPT} 2]^{82} ; 4.40\left[\lambda_{\text {max }}^{\text {gas }}\right]^{83} ; 4.22\left[E_{0-0}^{\text {gas }}{ }^{84}\right.$ |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 4.721 | Equation (2) | 92.6 | 0.004 | 46 | $4.69[\text { CCSD(T) }]^{81} ; 4.85\left[\right.$ CASPT2] ${ }^{82} ; 4.53\left[\right.$ SACCI] $;{ }^{85} 4.60\left[E_{0-0}^{\text {ga }}\right]^{84}$ |
|  | ${ }^{1} B_{1}$ (Ryd) | 5.415 | Equation (2) | 92.4 | 0.000 | 58 | 5.31 [CCSD(T)] ${ }^{81} ; 5.99[\mathrm{CASPT} 2]^{82}$ |
|  | ${ }^{1} A_{2}$ (Ryd) | 5.437 | Equation (2) | 92.7 |  | 60 | $5.42[\mathrm{CCSD}(\mathrm{T})]^{81} ; 5.92[\mathrm{CASPT} 2]^{82}$ |
|  | ${ }^{1} A_{1}$ (Mixed) | 5.501 | Equation (2) | 91.0 | 0.177 | 7 | $5.42[\mathrm{CCSD}(\mathrm{T})]^{81} ; 5.54$ [CASPT2] $^{82} ; 5.34[\mathrm{SACCI}]^{85} ; 5.39\left[\lambda_{\text {max }}^{\text {gas }}\right]^{83}$ |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.951 | Equation (1) | 98.1 |  | 1 | 3.74 [CASPT2] $^{82}$ |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.108 | Equation (1) | 97.3 |  | 0 | 3.82 [CASPT2] ${ }^{82}$ |
|  | ${ }^{3} B_{1}(\mathrm{Ryd})$ | 4.637 | Equation (1) | 97.4 |  | 45 | 4.60 [CASPT2] $^{82}$ |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.653 | Equation (1) | 97.3 |  | 1 | 4.40 [CASPT2] $^{82}$ |
|  | ${ }^{3} B_{1}$ (Ryd) | 5.387 | Equation (1) | 97.3 |  | 55 |  |
| Benzonitrile | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.864 | Equation (2) | 85.8 | 0.003 | 2 | 4.64 [CASPT2] ${ }^{78} ; 5.01$ [CCSD] $]^{86} ; 4.53\left[\left[_{0-0}^{\text {gas }}\right]^{87}\right.$ |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.026 | Equation (2) | 91.9 | 0.214 | 3 | 6.24 [CASPT2] $^{78} ; 6.12$ [CCSD] $]^{86} ; 5.53\left[\left[_{0.0}^{\text {gas }}\right]^{87}\right.$ |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 6.833 | Equation (2) | 92.5 | 0.006 | 42 | $5.57\left[\left[_{0.0}^{\text {gas }}\right]^{87}\right.$ |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.902 | Equation (2) | 90.8 | 0.426 | 5 | $6.53\left[\lambda_{\text {max }}^{\text {gas }}\right]^{87}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 6.979 | Equation (2) | 92.6 |  | 45 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.979 | Equation (2) | 91.2 | 0.604 | 3 | $6.62\left[\lambda_{\text {max }}^{\text {gas }}\right]^{87}$ |
|  | ${ }^{1} \mathrm{~A}_{2}\left(\mathrm{wCT}, \pi \rightarrow \pi^{\star}\right)$ | 7.052 | Equation (2) | 90.5 |  | -2 | 7.37 [CASPT2] $^{78}$ |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.888 | Equation (1) | 98.2 |  | 1 | $3.86[\text { CC3] }]^{86}$ |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.654 | Equation (1) | 96.9 |  | 3 | $4.65[\mathrm{CC} 3]^{86}$ |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.702 | Equation (1) | 97.1 |  | 2 |  |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.654 | Equation (1) | 97.8 |  | 2 |  |
| Chlorobenzene | ${ }^{1} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.911 | Equation (3) | 86.3 | 0.001 | 1 | 4.64 [CASPT2] $^{88} ; 4.59\left[E_{0-0}^{\text {gas }}\right]^{89} ; 4.71{ }^{\text {d max }}$ mas $]^{90}$ |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.184 | Equation (3) | 92.3 | 0.081 | 4 | $6.26\left[\right.$ [CASPT2] ${ }^{88} ; 5.95\left[\lambda_{\text {max }}^{\text {gas }}\right]^{90}$ |
|  | ${ }^{1} B_{1}$ (Ryd) | 6.307 | Equation (3) | 92.4 | 0.081 | 38 | $6.46\left[^{\text {[CASPT2] }}{ }^{88}\right.$ |
|  | ${ }^{1} B_{1}$ (mixed) | 6.717 | Equation (2) | 91.9 | 0.004 | 25 |  |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 6.767 | Equation (2) | 92.4 |  | 45 |  |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.902 | Equation (2) | 91.0 | 0.637 | 6 | 6.83 [CASPT2] ${ }^{88} ; 6.72\left[\lambda_{\text {max }}^{\text {gas }}\right]^{90}$ |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 7.011 | Equation (2) | 91.6 | 0.637 | 5 | $6.88\left[\lambda_{\text {max }}^{\text {gas }}\right]^{90}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 7.018 | Equation (2) | 92.6 |  | 65 |  |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.073 | Equation (1) | 98.4 |  | 1 | 3.58 [CASPT2] $^{88}$ |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.723 | Equation (1) | 97.0 |  | 1 | 4.48 [CASPT2] $^{88}$ |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.768 | Equation (1) | 97.0 |  | 1 | 4.31 [CASPT2] $^{88}$ |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.725 | Equation (1) | 97.8 |  | 3 | 5.61 [CASPT2] $^{88}$ |
| DMABN | ${ }^{1} \mathrm{~B}_{2}\left(\mathrm{Val}, \pi \rightarrow \pi^{\star}\right)$ | 4.336 | Equation (1) |  |  | -2 | $4.32[\mathrm{MRCI}]^{91} ; 4.47[\operatorname{ADC}(3)]^{92} ; 4.48[\operatorname{CCSD}(\mathrm{~T})(\mathrm{a})]:^{93} 4.00\left[\mathrm{E}_{0-0}^{\text {gas }}\right]^{94}$ |
|  | ${ }^{1} B_{1}$ (Ryd) | 4.816 | Equation (1) |  |  | 43 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\mathrm{sCT}, \pi \rightarrow \pi^{\star}\right)$ | 4.866 | Equation (1) ${ }^{\text {a }}$ |  |  | 3 | $4.90[\mathrm{MRCI}]^{91} ; 4.94[\operatorname{ADC}(3)]^{922} ; 5.00[\operatorname{CCSD}(\mathrm{~T})(\mathrm{a})] \mathrm{:}^{93} 4.57\left[{ }_{\text {max }}^{\text {gas }}{ }^{\text {gas }}{ }^{94}\right.$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 5.457 | Equation (1) |  |  | 64 |  |
| DMA | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.396 | Equation (1) | 87.2 |  | 2 | $4.65\left[^{[C A S P T} 2\right]^{95} ; 4.49[\operatorname{CCSDR}(3)]^{96} ; 4.30\left[\sum_{\text {max }}^{\text {gas }}\right]^{83}$ |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 4.517 | Equation (1) | 92.1 |  | 45 | $4.54[\operatorname{CCSDR}(3)]^{96}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 5.114 | Equation (1) | 92.0 |  | 68 | $5.13[\operatorname{CCSDR}(3)]^{96}$ |
|  | ${ }^{1} B_{1}$ (Ryd) | 5.160 | Equation (1) |  |  | 80 | $5.16[\operatorname{CCSDR}(3)]^{96}$ |
|  | ${ }^{1} \mathrm{~A}_{1}$ (Ryd) | 5.333 | Equation (1) | 92.3 |  | 49 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.402 | Equation (1) |  |  | 16 | 5.32 [CASPT2] ${ }^{95} ; 5.15\left[\lambda_{\text {max }}^{\text {gas }}\right]^{83}$ |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.970 | Equation (4) | 98.0 |  | 1 |  |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.000 | Equation (4) | 97.1 |  | 2 |  |

[^1]TABLE 2 Theoretical best estimates (TBEs) of the VTEs (in eV) for fluorobenzene, nitroaniline, nitrobenzene, NPNO, phenolate, and pyranone.

| Compound | State | TBE |  | $\% \boldsymbol{T}_{1}$ | $f$ | $\Delta r^{2}$ | Literature |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fluorobenzene | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.006 | Equation (3) | 86.4 | 0.007 | 2 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 6.426 | Equation (3) | 92.5 | 0.000 | 4 | $6.40\left[\right.$ CASPT2] ${ }^{88} ; 6.21\left[\lambda_{\text {max }}^{\text {gas }}\right]^{97} ; 6.19\left[\lambda_{\text {max }}^{\text {gas }}{ }^{\text {as }}\right]^{90}$ |
|  | ${ }^{1} B_{1}(\mathrm{Ryd})$ | 6.475 | Equation (3) | 92.8 | 0.003 | 47 | $6.32\left[E_{0-0}^{\text {gas }}\right]^{98}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 6.831 | Equation (3) | 92.8 |  | 47 |  |
|  | ${ }^{1} B_{1}$ (Ryd) | 7.057 | Equation (3) | 93.1 | 0.022 | 54 | $6.89\left[E_{0-0}^{\text {gas }}\right]^{98}$ |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 7.088 | Equation (3) | 92.6 |  | 65 |  |
|  | ${ }^{1} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 7.161 | Equation (3) | 91.2 | 0.556 | 8 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 7.225 | Equation (2) | 91.6 | 0.584 | 6 | $\left.7.50[C C S D]^{99} ; 6.99\left[\lambda_{\text {max }}^{\text {gas }}\right]\right]^{97} ; 7.00\left[\lambda_{\text {max }}^{\text {gas }}\right]^{90}$ |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.184 | Equation (1) | 98.5 |  | 1 | 3.75 [CASPT2] $^{88}$ |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.750 | Equation (1) | 97.1 |  | 1 | 4.53 [CASPT2] ${ }^{88}$ |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.869 | Equation (1) | 97.0 |  | 1 | 4.52 [CASPT2] ${ }^{88}$ |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.932 | Equation (1) | 97.9 |  | 3 | 5.92 [CASPT2] ${ }^{88}$ |
| Nitroaniline | ${ }^{1} \mathrm{~A}_{2}\left(\mathrm{n} \rightarrow \pi^{\star}\right)$ | 3.998 | Equation (1) | 87.5 |  | -3 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\mathrm{sCT}, \pi \rightarrow \pi^{\star}\right)$ | 4.402 | Equation (1) ${ }^{\text {a }}$ | 87.2 |  | 3 | $4.54[\operatorname{CCSDR}(3)]^{100} ; 4.30[\mathrm{CC}(2,3)]^{101} ; 3.72[\text { [CASPT } 2]^{102} ; 3.59\left[\lambda_{\max }^{\text {benzene }}\right]^{103}$ |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.508 | Equation (1) | 86.7 |  | 0 | 4.46 [CASPT2] $^{102}$ |
|  | ${ }^{1} B_{1}\left(n \rightarrow \pi^{\star}\right)$ | 4.507 | Equation (1) | 87.0 |  | -3 |  |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.445 | Equation (4) | 97.2 |  | 2 | 3.41 [CCSD] ${ }^{104}$ |
|  | ${ }^{3} A_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.793 | Equation (4) | 96.5 |  | -3 |  |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.798 | Equation (4) | 98.0 |  | -3 |  |
| Nitrobenzene | ${ }^{1} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.926 | Equation (2) | 87.4 |  | -1 | 3.32 [CASPT2] $^{105} ; 3.94$ [CASPT2] $^{106} ; 4.00[\mathrm{ADC}(3)]^{107} ; 3.65\left[\lambda_{\text {max }}^{\text {gas }}\right]^{108}$ |
|  | ${ }^{1} B_{1}\left(n \rightarrow \pi^{\star}\right)$ | 4.390 | Equation (2) | 87.0 | 0.000 | -1 |  |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.725 | Equation (2) | 86.1 | 0.007 | 3 | 4.37 [CASPT2] $^{105} ; 4.79$ [CASPT2] ${ }^{106} ; 4.67$ [ADC(3)] ${ }^{107}$ |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\mathrm{sCT}, \pi \rightarrow \pi^{\star}\right)$ | 5.410 | Equation (2) ${ }^{\text {b }}$ | 88.7 | 0.220 | 4 | 5.01 [CASPT2] $^{105} ; 5.22$ [CASPT2] $^{106} ; 5.27[\mathrm{ADC}(3)]^{107} ; 5.15\left[\lambda_{\text {max }}^{\text {gas }}\right]^{109}$ |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.625 | Equation (1) | 98.0 |  | -1 | 3.30 [CASPT2] $^{105} ; 3.17$ [ADC(3)] ${ }^{107}$ |
|  | ${ }^{3} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.685 | Equation (1) | 96.6 |  | -1 | 3.15 [CASPT2] $^{105} ; 3.69$ [ADC(3)] ${ }^{107}$ |
|  | ${ }^{3} A_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.915 | Equation (1) | 98.0 |  | 3 | 3.71 [CASPT2] $^{105} ; 3.64$ [ADC(3)] ${ }^{107}$ |
|  | ${ }^{3} B_{1}\left(n \rightarrow \pi^{\star}\right)$ | 4.204 | Equation (1) | 96.6 |  | -1 | 3.75 [CASPT2] $^{105}$ |
| NPNO | ${ }^{1} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.794 | Equation (1) | 83.4 |  | -9 |  |
|  | ${ }^{1} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.978 | Equation (1) | 85.7 |  | -2 |  |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.006 | Equation (1) | 81.7 |  | 0 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\mathrm{sCT}, \pi \rightarrow \pi^{\star}\right)$ | 4.078 | Equation (1) ${ }^{\text {a }}$ | 84.4 |  | 1 | 4.32 [CASPT2] ${ }^{110} ; 3.80\left[\lambda_{\text {max }}^{\text {gas }}\right]^{110,111}$ |
|  | ${ }^{1} \mathrm{~B}_{1}\left(\mathrm{n} \rightarrow \pi^{\star}\right)$ | 4.395 | Equation (1) | 85.7 |  | -2 |  |
|  | ${ }^{1} B_{1}\left(n \rightarrow \pi^{\star}\right)$ | 5.138 | Equation (1) | 78.5 |  | -13 |  |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\mathrm{wCT}, \pi \rightarrow \pi^{\star}\right)$ | 2.469 | Equation (4) | 97.1 |  | -1 |  |
|  | ${ }^{3} A_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.634 | Equation (4) | 95.3 |  | -2 |  |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.693 | Equation (4) | 97.8 |  | -2 |  |
|  | ${ }^{3} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.804 | Equation (4) | 95.5 |  | -9 |  |
|  | ${ }^{3} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.876 | Equation (4) | 95.2 |  | -2 |  |
| Phenolate | ${ }^{1} B_{1}$ (Ryd) | 2.610 | Equation (3) | 90.8 | 0.001 | 80 |  |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 2.903 | Equation (3) | 90.9 |  | 99 |  |
|  | ${ }^{1} B_{1}$ (Ryd) | 3.064 | Equation (3) | 91.2 | 0.005 | 99 |  |
|  | ${ }^{1} \mathrm{~A}_{2}$ (Ryd) | 3.446 | Equation (3) | 91.3 |  | 115 |  |
|  | ${ }^{1} B_{1}$ (Ryd) | 3.486 | Equation (2) | 91.2 | 0.001 | 122 |  |
|  | ${ }^{1} B_{2}$ (Ryd) | 3.759 | Equation (2) | 85.0 | 0.000 | 69 |  |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.853 | Equation (2) | 87.3 | 0.050 | 6 |  |
|  | ${ }^{1} \mathrm{~A}_{1}$ (Ryd) | 3.967 | Equation (2) | 85.5 | 0.010 | 95 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.205 | Equation (2) | 90.8 | 0.009 | 31 |  |
| Pyranone | ${ }^{1} \mathrm{~A}_{2}\left(n \rightarrow \pi^{\star}\right)$ | 4.009 | Equation (3) | 86.3 |  | -4 | $3.52\left[E_{0.0}^{\text {gas }}\right]^{112}$ |
|  | ${ }^{1} B_{1}\left(n \rightarrow \pi^{\star}\right)$ | 5.178 | Equation (3) | 81.7 | 0.000 | -1 |  |
|  | ${ }^{1} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.617 | Equation (3) | 86.6 | 0.234 | 0 |  |
|  | ${ }^{1} \mathrm{~B}_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 5.738 | Equation (3) | 87.1 | 0.015 | -1 |  |
|  | ${ }^{1} B_{2}$ (Ryd) | 6.459 | Equation (3) | 86.2 | 0.006 | 38 |  |
|  | ${ }^{1} B_{1}$ (Ryd) | 6.539 | Equation (3) | 91.1 | 0.027 | 38 |  |
|  | ${ }^{3} A_{2}\left(n \rightarrow \pi^{\star}\right)$ | 3.819 | Equation (1) | 96.3 |  | -4 | $3.38\left[E_{0.0}^{\text {gas }}\right]^{113}$ |
|  | ${ }^{3} \mathrm{~A}_{1}\left(\pi \rightarrow \pi^{\star}\right)$ | 3.967 | Equation (1) | 97.9 |  | -2 |  |
|  | ${ }^{3} B_{2}\left(\pi \rightarrow \pi^{\star}\right)$ | 4.431 | Equation (1) | 98.0 |  | -1 |  |

Note: See caption of Table 1 for more details.
${ }^{\text {a }}$ TBE determined via Equation (1) using CCSDT-3 data (see main text for more details),
${ }^{\text {b }}$ TBE determined via Equation (2) using CCSDT-3 data (see main text for more details),

Q-Chem. Further details, such as key molecular orbitals, and raw CC3/CCSDT/CC4 values are available in Tables S1-S12 in the SI. The data of Tables 1 and 2 represent a total of 108 VTEs, including 72 singlet and 36 triplet transitions, 74 valence ( $58 \pi \rightarrow \pi^{\star}$ and $16 n \rightarrow \pi^{\star}, 7$ showing a significant CT character) and 32 Rydberg EES, 2 states showing a strongly mixed nature.

In the right-most column of Tables 1 and 2, we provide previous theoretical and experimental estimates for comparison. Caution is advised when comparing with previous computational data, given the different ground-state geometries and basis sets. This caution extends to measured values, whether given as 0-0 energies or wavelengths of maximal absorption $\left(\lambda_{\max }\right)$, as these do not correspond to vertical transition energies (see discussion in Section 1). Nonetheless, one can anticipate qualitative consistency in chemical trends, excited-state ordering, and energy ranges.

For the amino-substituted benzonitriles, that is, $A B N,{ }^{78,79,114-119}$ and DMABN, ${ }^{47,59,78,79,91-93,95,100,101,114-118,120-135 ~ p r e v i o u s ~ t h e o r e t i-~}$ cal studies focused on the competition between local and chargetransfer EES in the emission process, or the magnitude of the charge transfer in the latter state. The present TBEs for these two key $\pi \rightarrow \pi^{\star}$ transitions agree well with the most accurate previous studies, although one exception arises with the lowest triplet, appearing too low with STEOM-CCSD. ${ }^{79}$ Rydberg EES were not reported in previous works due to the use of diffuse-less basis sets.

For aniline, comprehensive sets of VTEs have been reported, ${ }^{81,82,96}$ and the present TBEs align well with the latter study as can be seen in Table 1. Additional ab initio investigations of EES for aniline are also available. ${ }^{85,99,136,137}$

Regarding the singlet valence transitions of benzonitrile, the present data are reasonably close to previous CASPT2 ${ }^{78}$ and CC ${ }^{86}$ estimates. A perfect match is logically observed with the CC3 data of Reference 86 for the corresponding triplet excitations. For other EES, where only experimental data are available, the present VTEs are consistently larger than all measured 0-0 energies in the gas phase, ${ }^{87}$ with a particularly substantial correction for Rydberg transitions, which is sound.

For the two monohalobenzenes, the previous extensive CASPT2 investigation of Liu and co-workers ${ }^{88}$ provides similar trends as the current study, though the CASPT2 energies for the three lowest triplet EES were notably underestimated in this earlier work. Detailed joint theoretical-experimental studies ${ }^{89,98}$ and other ab initio works ${ }^{99,137}$ are available for a few specific EES.

For dimethylaniline, previous wave function studies using CASPT2 ${ }^{95}$ and $\operatorname{CCSDR}(3)^{96}$ deliver the same EES ordering as the present study. Notably, the use of diffuse functions here slightly obscures the CT character detected previously in the ${ }^{1} A_{1}$ EES, ${ }^{40}$ and we therefore characterized this state as $\pi \rightarrow \pi^{\star}$ in Table 1.

Previous works devoted to the push-pull nitroaniline mostly focused on the CT EES, 40,47,100-102,104,115,138,139 and our TBE agrees well with previous CC results, while the recent XMS-CASPT2 value of 3.72 eV for this $\pi \rightarrow \pi^{\star}$ state ${ }^{102}$ seems too low. More comprehensive data can be found for the parent nitrobenzene ${ }^{105-107,109,140-143}$ and it can be seen in Table 2 that the current TBEs globally fit the trends
obtained earlier, though some significant changes in absolute VTE can be found with respect to previous $\operatorname{ADC}(3)^{107}$ and CASPT2 ${ }^{105,106}$ studies.

For 4-nitropyridine- N -oxide, which is often employed as a solvatochromic probe, ${ }^{111}$ literature data are limited except for a dedicated theoretical investigation of the main band, ${ }^{110}$ and our recent contribution focusing on the CT EES. ${ }^{40}$

Concerning phenolate, chosen here for its low-lying Rydberg EES, no previous theoretical work specifically addressed the VTEs, while measurements are performed in solution which complicates direct comparisons due to both the significant stabilization of the electronic states and variations of EES ordering.

For pyranone (4H-pyran-4-one), accurate measurements and CCSD simulations of vibronic couplings are available for the lowest singlet and triplet EES, ${ }^{112,113}$ but there is a lack of works dedicated to higher states as far as we know. Our VTEs are approximately 0.5 eV larger than the measured 0-0 energies, which is acceptable for $n \rightarrow \pi^{\star}$ excitations involving a significant electronic reorganization. The singlet-triplet gap attains 0.18 eV with our TBE and 0.14 eV for the measured 0-0 energies. ${ }^{112,113}$

Before going to the benchmark, let us discuss the quality of the TBE listed in Tables 1 and 2. It is important to note that, except for five EES (four in NPNO and one in pyranone), the single excitation character $\left(\% T_{1}\right)$ for all considered transitions is at least $85 \%$ for singlet and $95 \%$ for triplet states. This result a posteriori legitimates the use of CC methods to define the TBEs, as a recent investigation confirmed that large corrections from quadruples (beyond CCSDT) are expected only for EES with $\% T_{1}<85 \% .^{39}$ Moreover, for transitions dominated by single excitations ( $\% T_{1}>85 \%$ ), CASPT2 and NEVPT2 tend to deliver significantly larger errors than CC3. ${ }^{144}$ In Figure 2, the CCSDT correction, computed through Equations 1 or 2, is shown for the full set of data as a function of $\% T_{1}$. While the magnitude of this correction may not be a foolproof indicator of the significance of corrections introduced by quadruples, ${ }^{39}$ it is evident that the CC3 and CCSDT VTEs are essentially equivalent for the vast majority of EES, providing further confirmation of the reliability of our results.

However, Figure 2 reveals a few outliers that deserve specific discussions. Notably, for the three transitions exhibiting a substantial CT character in the nitro-bearing derivatives, CC3 tends to underestimate the VTEs, a phenomenon previously reported. ${ }^{40,54}$ This is why for all sCT EES listed in Tables 1 and 2, we opted for CCSDT-3 rather than CC3 in Equations (1) and (2), as explained in Section 2. The ${ }^{1} B_{1}$ transition in pyranone, characterized by a $\% T_{1}$ value of $81.7 \%$, exhibits a notable CCSDT correction of +0.104 eV . Fortunately, for this specific EES, CC4 calculations could be achieved (see below). The most challenging EES, however, is the highest considered singlet state of NPNO, where a large difference of +0.296 eV is observed between the CC3 and CCSDT VTEs. This discrepancy is atypical for a state with a $\% T_{1}$ of $78.5 \%$. Indeed, the well-known ${ }^{1} A_{g}$ transition in butadiene, featuring a similar $\% T_{1}$ value ( $75.1 \%$ ), only exhibits a -0.073 eV difference between the CCSDT and CC3 results. ${ }^{12}$ For NPPO, we noticed that the significant double excitation character found with CC3 decreases with CCSDT, possibly due to state mixing with another

EES of the same symmetry, which explains the unexpected approximately +0.3 eV upshift. In any case, the TBE listed in Table 2 for this EES of NPPO should be considered as a very rough estimate. Lastly, an intriguing correction just above the 0.05 eV threshold ( -0.053 eV ) is found for the lowest triplet EES of nitrobenzene, the rationale for which remains enigmatic.

For the 21 VTEs where CC4 corrections could be obtained, our confidence in the accuracy of the TBEs is logically higher. A noteworthy case is the previously mentioned ${ }^{1} B_{1}$ EES of pyranone, characterized by a relatively low $\% T_{1}$ value of $81.7 \%$. For this state, the difference between CC4 and CCSDT VTEs, calculated with the 6-31+$\mathrm{G}(\mathrm{d})$ atomic basis set, remains modest at -0.035 eV . The CC4 transition energy is bracketed by its CC3 and CCSDT counterparts but is logically closer to the latter. Two similar cases can be found. First, a significant CC4 correction is observed for the ${ }^{1} A_{1}$ EES of the same molecule ( -0.037 eV ), displaying a $\% T_{1}$ value of $86.6 \%$. Second, a -0.031 eV CC4-CCSDT difference is determined for the higher ${ }^{1} B_{2}$ EES in fluorobenzene, despite a large $\% T_{1}$ of $91.2 \%$. In that latter
case, the CC4 value is however very close to its CC3 counterpart (difference of -0.003 eV only). In all other cases, the improvements brought by CC4 are essentially insignificant, strongly hinting at the quality of the CCSDT values.

## 3.2 | Benchmark

### 3.2.1 | Absolute accuracy

With these TBEs at our disposal, it is natural to benchmark "lowerorder" wave function methods, which could potentially be applied to larger or less symmetric compounds. In the vast majority of cases, the identification of each EES is straightforward thanks to the symmetry, oscillator strength, and underlying composition of molecular orbital pairs.

Table 3 presents the mean signed error (MSE), mean absolute error (MAE), standard deviation of the errors (SDE), root-mean-square

FIGURE 2 Difference between the CCSDT and CC3 VTEs, $\triangle$ VTE (in eV ), as a function of the percentage of single excitation involved in the transition $\left(\% T_{1}\right)$ computed at the CC3/aug-cc-pVDZ level. The largest available basis set is considered to determine the difference in VTEs. The gray areas indicate errors larger than 0.05 eV . Selected outliers are specifically labeled.

TABLE 3 Statistical data obtained for the full set of EES.


|  | MSE | MAE | SDE | RMSE | Max( $(+)$ | Max( $(-)$ |
| :--- | ---: | ---: | ---: | :--- | :--- | ---: |
| CIS(D) | 0.13 | 0.21 | 0.25 | 0.28 | 0.74 | -1.20 |
| EOM-MP2 | 0.36 | 0.36 | 0.10 | 0.37 | 0.74 | 0.13 |
| STEOM-CCSD | -0.03 | 0.14 | 0.16 | 0.19 | 0.74 | -0.44 |
| ADC(2) | -0.06 | 0.15 | 0.21 | 0.22 | 0.22 | -0.93 |
| SOS-ADC(2) [QC] | -0.07 | 0.13 | 0.17 | 0.18 | 0.36 | -0.72 |
| SOS-ADC(2) [TM] | 0.11 | 0.13 | 0.13 | 0.17 | 0.64 | -0.43 |
| CC2 | -0.01 | 0.14 | 0.20 | 0.19 | 0.31 | -0.88 |
| SOS-CC2 | 0.14 | 0.15 | 0.12 | 0.19 | 0.74 | -0.07 |
| SCS-CC2 | 0.09 | 0.12 | 0.12 | 0.15 | 0.41 | -0.33 |
| CCSD | 0.10 | 0.13 | 0.13 | 0.16 | 0.72 | -0.20 |
| ADC(3) | -0.06 | 0.17 | 0.24 | 0.25 | 0.97 | -0.44 |
| ADC(2.5) | -0.06 | 0.08 | 0.07 | 0.09 | 0.28 | -0.29 |
| CCSD(T)(a) ${ }^{\star}$ | 0.06 | 0.06 | 0.05 | 0.08 | 0.23 | 0.01 |
| CCSDR(3) | 0.06 | 0.06 | 0.05 | 0.07 | 0.21 | -0.01 |
| CCSDT-3 | 0.05 | 0.05 | 0.03 | 0.06 | 0.17 | 0.01 |

[^2]error (RMSE), as well as the extremal positive and negative deviations [ $\operatorname{Max}(+)$ and $\operatorname{Max}(-)]$ for 15 popular and easily accessible wave function methods. The corresponding histograms of the error distribution are depicted in Figure 3. The analysis encompasses the full set of TBE listed in Tables 1 and 2, excluding the problematic $B_{1}$ EES of NPPO for which a reliable estimate cannot be provided (as discussed earlier). The raw data can be found in Table S13-S16 in the SI.

As anticipated from previous studies, ${ }^{12,46,145-148} \mathrm{CIS}(\mathrm{D})$ yields poor results with relatively large MAE and SDE. For the current homologous series, EOM-MP2 VTEs are excessively large, exhibiting a MAE of 0.36 eV (compared to 0.22 eV in the original QUEST database ${ }^{12}$ and even smaller values for very compact compounds ${ }^{149}$ ). Despite these large errors, the EOM-MP2 discrepancies are systematic, resulting in a remarkably low SDE of 0.10 eV . This noteworthy outcome distinguishes EOM-MP2 with the smallest SDE among the tested methods presenting a favorable $\mathcal{O}\left(N^{5}\right)$ scaling with system size.

Consistently with previous findings, ${ }^{12,46,68,146-151}$ ADC(2) and CC2 exhibit similar behavior, displaying error distributions centered
around zero. Their MAE of approximately 0.15 eV and SDE of roughly 0.20 eV are characteristic of these two levels of theory. STEOMCCSD, compared to CC2, showcases slightly improved accuracy, again agreeing with previous reports. ${ }^{46,73,147,148,152}$ We underline that, in STEOM-CCSD, some of the most challenging EES could not be fully converged (see Section 2) and are, therefore, not considered in this assessment. This aspect might partially account for the observed outcome.

While the spin-scaling parameters of Q -Chem ${ }^{66}$ were found more effective than their Turbomole counterparts ${ }^{59}$ for $\operatorname{ADC}(2)$ in the QUEST database, ${ }^{12}$ the conclusion is not as straightforward for the present set. Here, the former (latter) tends to underestimate (overestimate) the reference values. The spin-scaled variants of CC2, SOS-CC2 and SCS-CC2, deliver nearly identical MAEs as the original CC2, but notably smaller SDEs. This latter observation aligns with previous findings, ${ }^{12,46,145,146,152,153}$ although unexpectedly, the MAE of CC2 and its two spin-scaled variants are essentially equivalent. Among the $\mathcal{O}\left(N^{5}\right)$ models reported in Table 3, SCS-CC2 emerges as a


FIGURE 3 Distribution of the error (in eV ) in VTEs (with respect to the TBEs) for various computational methods determined on the full set of molecules and states.
promising compromise for the substituted phenyl compounds considered in this study.

The trends observed with SCS-CC2 are consistent with those of CCSD, showing a smaller SDE than both CC2 and ADC(2). However, this improvement comes at the cost of a notable blueshift of all transition energies. The overestimation trend associated with CCSD has been previously documented, ${ }^{8,12,46,73,149,154-156}$ with the magnitude of overestimation appearing to depend on both the size of the system and its chemical nature.

ADC(3) does not yield a significant improvement over ADC(2), while $\operatorname{ADC}(2.5)$, the average between the $\operatorname{ADC}(2)$ and $A D C(3)$ VTEs, proves to be the computationally cheapest scheme providing both MAE and SDE below the 0.10 eV threshold. This represents a noteworthy achievement for a $\mathcal{O}\left(N^{6}\right)$ composite approach proposed quite recently. ${ }^{70,71}$

The last three rows of Table 3 indicate that even more accurate values can be obtained with CC methods incorporating perturbative or iterative contributions from the triple excitations. As observed previously for bicyclic derivatives, ${ }^{46} \operatorname{CCSD}(\mathrm{~T})(\mathrm{a})^{\star}$ and $\operatorname{CCSDR}(3)$ exhibit extremely similar levels of accuracy, while the improvement brought by the iterative triples in CCSDT-3 is moderate for the present set of EES.

In Table 4, we present MAEs determined for several EES subsets. It should be noted that we did not analyze CT excitations separately, given their limited presence in the set, comprising 7 instances only. Additionally, the $n \rightarrow \pi^{\star}$ statistics are derived from a relatively small set of 16 transitions across 4 compounds, including 3 with nitro substituents.

Table 4 highlights that two approaches, namely CCSD and SOSADC(2) [QC], exhibit significantly better performance for triplet than for singlet EES. The opposite is found for $\operatorname{ADC}(3)$, SOS-CC2, SCSCC2, and CIS(D). This observation, except for CCSD, deviates from
the results reported in QUEST, ${ }^{12}$ implying that the relative performance for the two types of states may be contingent on the specific test molecules chosen, rather than being solely determined by the method under evaluation.

For most methods considered in the present analysis, the VTEs are slightly more accurate for Rydberg than for valence EES. The quality of Rydberg transitions appears to be more dependent on the basis set size than on the treatment of the electronic correlation, whereas the opposite holds true for valence transitions. A notable deviation from this trend is observed in the case of CC2, which is significantly poorer for Rydberg than valence EES, aligning with the conclusions drawn by Kannar, Tajti, and Szalay. ${ }^{149}$

In the case of $n \rightarrow \pi^{\star}$ transitions, errors are generally larger than those listed in QUEST, ${ }^{12}$ indicating that these transitions pose a particular challenge for most models, likely due to the reasons outlined above, that is, the specifically challenging nature of the nitro compounds.

Notably, among all tested methods, only ADC(2.5) and CCSDT-3 deliver MAE smaller than 0.10 eV for all considered subsets. This emphasizes the notable accuracy of these two methods across a diverse range of EES.

### 3.2.2 | Chemical trends

As discussed in Section 1, the emphasis in EES calculations for practical applications often revolves around obtaining accurate chemical trends rather than absolute values. This is particularly pertinent when an experimental reference is available for certain compounds within a series. The selection of data of interest is contingent upon the specific application. For example, optimizing a dyeing application might require $a$ focus on the most intense

TABLE 4 MAEs (in eV) associated with various subsets of EES.

|  | Singlet | Triplet | Val. | Ryd. | $n \rightarrow \pi^{\star}$ | $\pi \rightarrow \pi^{\star}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CIS(D) | 0.19 | 0.26 | 0.25 | 0.14 | 0.14 | 0.27 |
| EOM-MP2 | 0.39 | 0.30 | 0.37 | 0.33 | 0.45 | 0.35 |
| STEOM-CCSD | 0.13 | 0.16 | 0.15 | 0.13 | 0.15 | 0.14 |
| ADC(2) | 0.15 | 0.15 | 0.15 | 0.17 | 0.27 | 0.12 |
| SOS-ADC(2) [QC] | 0.16 | 0.08 | 0.15 | 0.09 | 0.23 | 0.13 |
| SOS-ADC(2) [TM] | 0.13 | 0.14 | 0.13 | 0.15 | 0.11 | 0.13 |
| CC2 | 0.13 | 0.15 | 0.11 | 0.19 | 0.09 | 0.12 |
| SOS-CC2 | 0.13 | 0.20 | 0.17 | 0.10 | 0.30 | 0.14 |
| SCS-CC2 | 0.10 | 0.17 | 0.14 | 0.07 | 0.19 | 0.13 |
| CCSD | 0.16 | 0.09 | 0.15 | 0.10 | 0.20 | 0.14 |
| ADC(3) | 0.14 | 0.22 | 0.18 | 0.15 | 0.19 | 0.17 |
| ADC(2.5) | 0.08 | 0.08 | 0.08 | 0.07 | 0.09 | 0.07 |
| CCSD(T)(a) | 0.06 |  | 0.08 | 0.04 | 0.14 | 0.07 |
| CCSDR(3) | 0.06 |  | 0.08 | 0.05 | 0.13 | 0.06 |
| CCSDT-3 | 0.05 |  | 0.06 | 0.04 | 0.08 | 0.05 |

absorption, while many fluorophores might only necessitate consideration of the lowest EES.

In this study, we have examined three specific parameters for which trends have been investigated: (i) the VTEs to the first ${ }^{1} B_{2}$ EES, which corresponds to the lowest $\pi \rightarrow \pi^{\star}$ transition for most compounds in the series; (ii) the position of the lowest ${ }^{3} A_{1}$ EES, which often represents the lowest $\pi \rightarrow \pi^{\star}$ triplet EES; and (iii) the singlettriplet gap (STG) considering the two lowest excited states ( $S_{1}-T_{1}$ gap) for each method, regardless of their chemical nature and symmetry. In each case, we computed auxochromic shifts relative to the corresponding EES in benzene, the reference non-substituted compound. Our TBEs for the relevant singlet and triplet EES in benzene are 5.045 eV and 4.159 eV , respectively. ${ }^{39}$

Our findings are summarized in Table 5, where we present the MSE and MAE determined for the auxochromic effects. Additionally, we include the linear determination coefficient $\left(R^{2}\right)$ obtained by comparing the shifts obtained with a given method to their TBE counterparts. As an illustrative example, correlation graphs for the STG can be found in Figure 4. It is important to note that due to missing data, we have not included STEOM-CCSD in this comparison, ensuring that our statistics are consistently based on the same number of transitions. We also recall that, for the CC models including triples namely, $\operatorname{CCSD}(T)(a)^{\star}, \operatorname{CCSDR}(3)$, and $\operatorname{CCSDT}-3$ - no implementation of triplet EES is available.

A notable positive observation from Table 5 is that most methods generally do provide accurate chemical trends, often with large to very large $R^{2}$ values, indicating a good correlation between calculated and reference (here TBE) shifts. However, a few exceptions can be identified.

For the first property, the change in the VTE of the lowest ${ }^{1} B_{2}$ EES, CIS(D) stands out with a remarkably small MAE of 0.07 eV and an $R^{2}$ close to unity, despite its large SDE in Table 3. This illustrates that a method may provide reasonable chemical trends for a specific case even if it exhibits rather poor performance for absolute energies. In contrast, both $\operatorname{ADC}(2)$ and CC2 show large deviations and relatively weak correlations for this auxochromic effect. Opting for any of the spin-scaled approaches significantly improves their performance. The MSE and MAE of $\operatorname{ADC}(2.5)$ are similar to those in Table 3 for absolute energies, yet the correlation with the TBEs remains excellent. The three CC schemes including triples show very good performance.

For the second property, the transition energy to the lowest ${ }^{3} A_{1}$ EES, almost any of the evaluated wave function approaches (except perhaps EOM-MP2) produces highly satisfactory results. It appears that the evolution of the relative energy of this EES when adding chemical substituents to benzene, is easily captured by all wave function methods.

The most interesting case is probably the STG. We underline that, for some compounds, methods may disagree on the nature of the lowest singlet or triplet states, which introduces an additional aspect in the comparison, since in contrast to the two former properties, the actual ordering of the EES provided by each method matters. As evidenced by the data gathered in Table 5 and depicted in Figure 4, CIS(D), $\operatorname{ADC}(2)$, and $\operatorname{ADC}(3)$ exhibit relatively poor correlations and, therefore, cannot be recommended for the STG of phenyl derivatives. Once again, the spin-scaling technique significantly improves the trends, although the absolute values of the STGs remain too small, especially with the two SOS-ADC(2) models tested here. Interestingly for heptazine

TABLE 5 MSEs and MAEs (in eV ) as well as linear determination coefficients ( $R^{2}$ ) obtained when comparing the shifts with respect to benzene for the three properties discussed in the main text.

|  | ${ }^{1} \mathrm{~B}_{2}$ VTE |  |  | ${ }^{1} A_{1}$ VTE |  |  | Singlet-triplet gap |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE | MAE | $R^{2}$ | MSE | MAE | $R^{2}$ | MSE | MAE | $R^{2}$ |
| CIS(D) | -0.04 | 0.07 | 0.995 | 0.05 | 0.06 | 0.989 | -0.18 | 0.19 | 0.630 |
| EOM-MP2 | 0.06 | 0.07 | 0.988 | 0.10 | 0.10 | 0.986 | -0.10 | 0.10 | 0.959 |
| ADC(2) | -0.18 | 0.17 | 0.953 | -0.08 | 0.08 | 0.994 | -0.14 | 0.15 | 0.701 |
| SOS-ADC(2) [QC] | 0.04 | 0.06 | 0.984 | -0.03 | 0.05 | 0.991 | 0.04 | 0.07 | 0.937 |
| SOS-ADC(2) [TM] | 0.04 | 0.05 | 0.987 | 0.01 | 0.05 | 0.988 | 0.01 | 0.05 | 0.967 |
| CC2 | -0.12 | 0.12 | 0.976 | -0.03 | 0.04 | 0.997 | -0.11 | 0.12 | 0.855 |
| SOS-CC2 | 0.08 | 0.06 | 0.985 | 0.04 | 0.04 | 0.990 | 0.06 | 0.07 | 0.954 |
| SCS-CC2 | 0.02 | 0.02 | 0.997 | 0.02 | 0.03 | 0.995 | 0.00 | 0.03 | 0.988 |
| CCSD | 0.04 | 0.03 | 0.993 | 0.06 | 0.06 | 0.986 | -0.06 | 0.07 | 0.978 |
| ADC(3) | 0.04 | 0.05 | 0.978 | -0.03 | 0.04 | 0.997 | 0.14 | 0.14 | 0.797 |
| $\operatorname{ADC}(2.5)$ | -0.07 | 0.06 | 0.996 | -0.05 | 0.05 | 0.999 | -0.03 | 0.05 | 0.993 |
| $\operatorname{CCSD}(\mathrm{T})(\mathrm{a})^{*}$ | 0.00 | 0.01 | 0.999 |  |  |  |  |  |  |
| CCSDR(3) | -0.01 | 0.02 | 0.998 |  |  |  |  |  |  |
| CCSDT-3 | 0.00 | 0.01 | 0.999 |  |  |  |  |  |  |



FIGURE 4 Correlation graphs between the STGs and the TBEs (both in eV) for various computational methods determined on the full set of molecules.
derivatives, which present inverted STG, the opposite was found, that is, a superior performance of $\operatorname{ADC}(2)$ compared to its spinscaled counterparts. ${ }^{41}$

The STG values delivered by CCSD tend to be too large, which is a logical consequence of the larger (positive) errors observed for the singlet than for the triplet EES. Despite the substandard performance of $\operatorname{ADC}(2)$ and $\operatorname{ADC}(3), \operatorname{ADC}(2.5)$ delivers excellent estimates of the STG.

It is essential to acknowledge that the three simple tests presented above are not representative of all EES chemistry, and the results of Table 5 should not be directly extrapolated to other chromophoric units. Nevertheless, this comparison clearly illustrates that, except for the computationally expensive CC models that consistently perform well, lower-order methods can excel in predicting important chemical trends despite an overall modest performance (as seen in the case of $\operatorname{CIS}(D)$ that delivers accurate ${ }^{1} B_{2}$ and ${ }^{3} A_{1}$ relative energies, despite large overall MAE and SDE for the absolute energies).

## 4 | CONCLUSIONS

In summary, we have extended the QUEST database of accurate vertical excitation energies by adding 108 new VTEs obtained on

12 substituted six-membered rings, considering both donor and acceptor groups, as well as several push-pull configurations. Except for one case where a notable difference between CC3 and CCSDT estimates was identified, we maintain confidence in the accuracy of the obtained TBEs. This confidence arises from the incorporation of CC4 corrections, the application of CCSDT-3 for CT states, or the manifestation of minor CC3-CCSDT discrepancies alongside prominent single-excitation characters.

Utilizing these TBEs, we conducted a thorough assessment of several second-order (ADC(2), CC2, CCSD, CIS(D), EOM-MP2, and STEOM-CCSD) and third-order (ADC(3), $\operatorname{CCSDR}(3), \operatorname{CCSD}(\mathrm{T})(\mathrm{a})^{\star}$, and CCSDT-3) wave function models. Crucially, our findings highlight the nuanced nature of method performance, revealing that some lowerorder methods exhibit reasonable trends for some key EES in the present homologous series, despite large average errors and standard deviations when considering all EES. This underlines the necessity to taylor method selection based on the specific targeted application, as benchmarking solely on absolute transition energies may not offer a comprehensive understanding for applications involving similar compounds.

For the current set of compounds, taking into account all evaluated criteria, we suggest the adoption of ADC(2.5) and SCS-CC2 as accurate and reliable $\mathcal{O}\left(N^{6}\right)$ and $\mathcal{O}\left(N^{5}\right)$ approaches, respectively.

Surpassing the performance of these models necessitates the use of CC approaches that incorporate triple excitations, albeit at the expense of a considerable increase in computational resources.

We are currently exploring additional chromophoric units to augment and diversify the content of the QUEST database.
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[^1]:    Note: The extrapolation procedure employed to determine the TBE, the percentage of single excitation (\% $T_{1}$ ) computed at the CC3/aug-cc-pVTZ (in \%), and oscillator strength (f) are given, together with the variation of the size of the electronic cloud during the excitation process ( $\Delta r^{2}$ in a.u.) computed at ADC(3)/aug-cc-pVTZ level. Note that the $f$ have been obtained using the LRCC3 formalism. A selection of literature data is given in the right-most column. The acronyms sCT, wCT, and Ryd stand for significant CT, weak CT, and Rydberg, respectively.
    ${ }^{\text {a }}$ TBE determined via Equation (1) using CCSDT-3 data (see main text for more details).

[^2]:    Note: All values are given in eV .

