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#### Abstract

Due to the infinite summation of bubble diagrams, the $G W$ approximation of Green's function perturbation theory has proven particularly effective in the weak correlation regime, where this family of Feynman diagrams is important. However, the performance of $G W$ in multireference molecular systems, characterized by strong electron correlation, remains relatively unexplored. In the present study, we investigate the ability of $G W$ to handle closed-shell multireference systems in their singlet ground state by examining four paradigmatic scenarios. First, we analyze a prototypical example of a chemical reaction involving strong correlation: the potential energy curve of $\mathrm{BeH}_{2}$ during the insertion of a beryllium atom into a hydrogen molecule. Second, we compute the electron detachment and attachment energies of a set of molecules that exhibit a variable degree of multireference character at their respective equilibrium geometries: $\mathrm{LiF}, \mathrm{BeO}, \mathrm{BN}, \mathrm{C}_{2}, \mathrm{~B}_{2}$, and $\mathrm{O}_{3}$. Third, we consider a $\mathrm{H}_{6}$ cluster with a triangular arrangement, which features a notable degree of spin frustration. Finally, the dissociation curve of the HF molecule is studied as an example of single bond breaking. These investigations highlight a nuanced perspective on the performance of $G W$ for strong correlation depending on the level of self-consistency, the choice of initial guess, and the presence of spin-symmetry breaking at the Hartree-Fock level. Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0196561


## I. INTRODUCTION

The $G W$ approximation of many-body perturbation theory, as proposed by Hedin, ${ }^{1}$ can be regarded as the workhorse of Green's function methods, ${ }^{2}$ as the vast majority of contemporary calculations performed within this theoretical framework are conducted using the $G W$ approximation. The importance of $G W$ is evident in the solid-state community ${ }^{3-5}$ and its influence is now extending to quantum chemistry, where $G W$ has experienced a substantial surge in popularity over the past decade. ${ }^{6,7}$

This widespread adoption can, in part, be ascribed to the emergence of electronic structure packages that provide efficient implementations of the $G W$ equations, ${ }^{8-29}$ enabling calculations on large-scale molecular systems. ${ }^{12,13,15,21,22,30-37}$ These software packages have been bolstered by the creation of well-curated and accurate reference values, such as the $G W 100$ dataset of van Setten and
collaborators, ${ }^{38}$ which reports ionization potentials (IPs) and electron affinities (EAs) for 100 small- and medium-sized closed-shell molecules containing a variety of elements and chemical bonds (see also Refs. 39-46). Similar arguments ${ }^{11,18,47-69}$ can be put forward for formalisms based on the Bethe-Salpeter equations. ${ }^{11,62,70,71}$
$G W$ is often hailed as "miraculously" accurate for weakly correlated systems, given its quite reasonable computation cost. ${ }^{72}$ However, it is usually considered inadequate for strongly correlated materials. ${ }^{73-80}$ This perception arises because the $G W$ selfenergy is constructed based on a polarizability computed as an infinite summation of a specific class of diagrams, known as bubble diagrams, ${ }^{81,82}$ which are recognized to be relevant primarily in the weakly correlated regime. ${ }^{83-89}$ In this context, the term "strong correlation" denotes a specific form of electron correlation observed, for example, in transition metal oxides (such as Mott insulators ${ }^{90,91}$ ), the large- $U$ limit of the Hubbard model, ${ }^{92-94}$ or the
low-density regime of the uniform electron gas ${ }^{95,96}$ (where Wigner crystals are formed ${ }^{97}$ ). Therefore, the assessment of $G W$ and the definition of strong correlation are specifically rooted in strongly correlated systems pertinent to the condensed matter community. The objective of this work is to evaluate whether this assessment stands for strongly correlated systems encountered in quantum chemistry.

Before introducing the systems that we studied to address this question, let us mention that alternative approximations based on Green's functions do exist and have been studied in the strong correlation regime. The $T$-matrix ${ }^{80,98-109}$ approximation is based on an alternative infinite summation to the one used to build the $G W$ polarizability, namely, a summation of ladder diagrams. ${ }^{80,110-112}$ This resummation is justified in the low-density limit of the uniform electron gas with short-range interactions. ${ }^{82}$ It is not clear whether this resummation is adapted to single- or multi-reference molecular systems, where the long-range Coulomb interaction is ubiquitous. Numerous groups have proposed strategies to go beyond the GW approximation, but these have their own theoretical and practical challenges. ${ }^{19,72,104,113-130}$

In the present context, strong correlation specifically refers to molecular systems where multiple electronic configurations are nearly degenerate; thus, strong correlation is synonymous with static correlation. A system is considered strongly correlated if there is more than one electronic configuration with a significant weight in the configuration interaction (CI) expansion. Crucially, this definition is contingent on the choice of the underlying orbitals used to construct these electronic configurations, which further blurs the demarcation between weak and strong correlation. Hence, it is not surprising that several diagnostics have been developed to measure multireference character in different contexts. ${ }^{131-137}$ Furthermore, we differentiate between two types of systems: the first exhibits multireference character exclusively in excited states, while the second involves multireference character in the reference wave function, possibly extending to excited states. This study primarily addresses the more challenging second case.

We explore the capability of the $G W$ approximation to handle such closed-shell multireference systems in their singlet ground state. To assess this, we examine four distinct quantum chemistry scenarios involving such systems. First, we analyze the potential energy curve of $\mathrm{BeH}_{2}$ during the insertion of a beryllium atom into a hydrogen molecule, resulting in the linear $\mathrm{BeH}_{2}$ molecule. ${ }^{138}$ This system serves as a prototypical example of strong correlation and has been extensively studied by various authors in different contexts. ${ }^{139-150}$ Second, we compute the properties of a set of molecules exhibiting, at their respective equilibrium geometries, a variable degree of multireference character. Third, we investigate the $\mathrm{H}_{6}$ system arranged in a triangular configuration, a system showing a significant amount of spin frustration. Finally, the evolution of the principal IP of the HF molecule is studied during its dissociation, which is a stringent test due to the varying amount of dynamical and static correlations as a function of the bond length. ${ }^{149,151-158}$ Our key findings reveal a nuanced perspective on the capabilities of $G W$ in describing multireference systems, indicating that it does possess a certain ability to capture their complex electronic structure. Unless otherwise stated, atomic units are used.

## II. A PRIMER ON GW

Here, we report the set of equations required to understand and apply the $G W$ formalism and refer the interested reader to dedicated reviews ${ }^{3-7}$ and books ${ }^{2,103,159,160}$ for additional information.

In the four-point formalism, ${ }^{80,121,161}$ the instantaneous Coulomb potential is defined as

$$
\begin{equation*}
v\left(12 ; 1^{\prime} 2^{\prime}\right)=\delta\left(11^{\prime}\right) \frac{\delta\left(t_{1}-t_{2}\right)}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \delta\left(22^{\prime}\right) \tag{1}
\end{equation*}
$$

Here, $\delta\left(11^{\prime}\right)$ is the Dirac function, and the integers, e.g., 1 , serve as shorthand notations for time $\left(t_{1}\right)$ and spin-space $\mathbf{x}_{1}=\left(\sigma_{1}, \mathbf{r}_{1}\right)$ variables for each particle.

In practice, within the $G W$ approximation, we initiate the process by considering a reference propagator $G_{0}$, typically derived from a mean-field model. Therefore, we directly present the coupled integro-differential equations governing the $G W$ formalism for $G_{0}=G_{\mathrm{HF}}$. The total self-energy is represented as a sum of the Hartree (H), exchange (x), and correlation (c) self-energies such that

$$
\begin{equation*}
\Sigma\left(11^{\prime}\right)=\Sigma_{\mathrm{H}}\left(11^{\prime}\right)+\Sigma_{\mathrm{x}}\left(11^{\prime}\right)+\Sigma_{\mathrm{c}}\left(11^{\prime}\right) . \tag{2}
\end{equation*}
$$

The exchange-correlation part, $\Sigma_{\mathrm{xc}}=\Sigma_{\mathrm{x}}+\Sigma_{\mathrm{c}}$, is expressed as a convolution of the interacting Green's function $G$ and the dynamically screened Coulomb interaction $W$,

$$
\begin{equation*}
\Sigma_{\mathrm{xc}}\left(11^{\prime}\right)=\imath \int d\left(22^{\prime}\right) G\left(22^{\prime}\right) W\left(12^{\prime} ; 21^{\prime}\right) \tag{3}
\end{equation*}
$$

where $W$ is determined by the irreducible polarizability $\tilde{L}$, as follows:

$$
\begin{align*}
W\left(12 ; 1^{\prime} 2^{\prime}\right)= & v\left(12^{-} ; 1^{\prime} 2^{\prime}\right)-\imath \int d\left(343^{\prime} 4^{\prime}\right) W\left(14 ; 1^{\prime} 4^{\prime}\right) \\
& \times \tilde{L}\left(3^{\prime} 4^{\prime} ; 3^{+} 4\right) v\left(23 ; 2^{\prime} 3^{\prime}\right) \tag{4}
\end{align*}
$$

A sign over an integer, denoted as, for example, $1^{ \pm}$, indicates an infinitesimal time shift $t_{1^{ \pm}}=t_{1} \pm \eta$. In the $G W$ framework, the irreducible polarizability is approximated by the product of two Green's functions,

$$
\begin{equation*}
\tilde{L}\left(12 ; 1^{\prime} 2^{\prime}\right)=G\left(12^{\prime}\right) G\left(21^{\prime}\right), \tag{5}
\end{equation*}
$$

while the one-body Green's function $G$ is obtained through a Dyson equation,

$$
\begin{equation*}
G\left(11^{\prime}\right)=G_{\mathrm{HF}}\left(11^{\prime}\right)+\int d\left(22^{\prime}\right) G_{\mathrm{HF}}(12) \Sigma_{\mathrm{c}}\left(22^{\prime}\right) G\left(2^{\prime} 1^{\prime}\right) \tag{6}
\end{equation*}
$$

In practical applications, it is advantageous to introduce a set of real-valued spin-orbital basis functions, denoted as $\left\{\varphi_{p}\right\}$, with corresponding energies $\left\{\epsilon_{p}\right\}$ for describing quasiparticles. This approach enables us to write down the Lehmann representation of $G$ in the following manner:

$$
\begin{equation*}
G\left(\mathbf{x}_{1} \mathbf{x}_{1^{\prime}} ; \omega\right)=\sum_{i} \frac{\varphi_{i}\left(\mathbf{x}_{1}\right) \varphi_{i}\left(\mathbf{x}_{1^{\prime}}\right)}{\omega-\epsilon_{i}-\imath \eta}+\sum_{a} \frac{\varphi_{a}\left(\mathbf{x}_{1}\right) \varphi_{a}\left(\mathbf{x}_{1^{\prime}}\right)}{\omega-\epsilon_{a}+\imath \eta} \tag{7}
\end{equation*}
$$

Here, we follow the common practice of using $a, b, \ldots$ to represent states above the Fermi level (virtual orbitals) and $i, j, \ldots$ for states below (occupied orbitals). The indices $p, q, \ldots$ denote arbitrary (i.e.,
occupied or virtual) orbitals. The calculation of quasiparticle energies and their corresponding Dyson orbitals will be the focus of the upcoming discussion.

Performing various Fourier transforms and projecting onto the spin orbital basis enable us to derive the analytical expression of the matrix elements associated with the correlation part of the self-energy,

$$
\begin{equation*}
\left[\Sigma_{\mathrm{c}}(\omega)\right]_{p q}=\sum_{m i} \frac{M_{p i}^{m} M_{q i}^{m}}{\omega+\Omega_{m}-\epsilon_{i}-\imath \eta}+\sum_{m a} \frac{M_{p a}^{m} M_{q a}^{m}}{\omega-\Omega_{m}-\epsilon_{a}+\imath \eta} \tag{8}
\end{equation*}
$$

where we have introduced the elements of the transition densities,

$$
\begin{equation*}
M_{p q}^{m}=\sum_{i a}\langle p i \mid q a\rangle\left(X_{i a}^{m}+Y_{i a}^{m}\right) . \tag{9}
\end{equation*}
$$

The braket notation is employed to represent the bare two-electron Coulomb integrals,

$$
\begin{equation*}
\langle p q \mid r s\rangle=\iint \frac{\varphi_{p}\left(\mathbf{x}_{1}\right) \varphi_{q}\left(\mathbf{x}_{2}\right) \varphi_{r}\left(\mathbf{x}_{1}\right) \varphi_{s}\left(\mathbf{x}_{2}\right)}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} d \mathbf{x}_{1} d \mathbf{x}_{2} \tag{10}
\end{equation*}
$$

The excitation energies $\Omega_{m}$ and amplitudes $X_{i a}^{m}, Y_{i a}^{m}$ are obtained as eigenvalues and eigenvectors of a Casida-like eigenproblem,

$$
\left(\begin{array}{cc}
\boldsymbol{A} & \boldsymbol{B}  \tag{11}\\
-\boldsymbol{B} & -\boldsymbol{A}
\end{array}\right)\binom{\boldsymbol{X}_{m}}{\boldsymbol{Y}_{m}}=\Omega_{m}\binom{\boldsymbol{X}_{m}}{\boldsymbol{Y}_{m}}
$$

where

$$
\begin{gather*}
A_{i a, j b}=\left(\epsilon_{a}-\epsilon_{i}\right) \delta_{i j} \delta_{a b}+\langle i b \mid a j\rangle,  \tag{12}\\
B_{i a, j b}=\langle i j \mid a b\rangle .
\end{gather*}
$$

We now shift our focus to the computation of the Dyson orbitals $\left\{\varphi_{p}\right\}$ and quasiparticle energies $\left\{\epsilon_{p}\right\}$. The Dyson equation [Eq. (6)] implies that these quantities should satisfy the following dynamical non-Hermitian equation:

$$
\begin{equation*}
\left[F+\Sigma_{c}\left(\omega=\epsilon_{p}\right)\right] \varphi_{p}=\epsilon_{p} \varphi_{p}, \tag{13}
\end{equation*}
$$

where $F$ is the Fock operator. However, the frequency dependence of the correlation self-energy $\Sigma_{c}$ introduces complexity and non-linearity to this quasiparticle equation. As a result, various common approximations are employed. The widely used $G_{0} W_{0}$ scheme involves a single iteration of Eq. (13), considering only the diagonal part of the self-energy. ${ }^{162-168}$ For instance, starting with a set of oneelectron HF orbitals $\left\{\varphi_{p}^{\mathrm{HF}}\right\}$, where $F \varphi_{p}^{\mathrm{HF}}=\epsilon_{p}^{\mathrm{HF}} \varphi_{p}^{\mathrm{HF}}$, the following equations are obtained and solved:

$$
\begin{equation*}
\epsilon_{p}^{\mathrm{HF}}+\left[\Sigma_{c}(\omega)\right]_{p p}=\omega . \tag{14}
\end{equation*}
$$

Linearizing this equation is a common practice, achieved by performing a first-order Taylor expansion of the self-energy around $\omega=\epsilon_{p}^{\mathrm{HF}}$. An iterative approach, known as ev $G W$, goes a step further by updating the eigenvectors $\boldsymbol{X}_{m}, \boldsymbol{Y}_{m}$, and eigenvalues $\Omega_{m}$, and consequently updating the self-energy, until convergence over the quasiparticle energies $\left\{\epsilon_{p}\right\}$ is achieved. ${ }^{8,169-172}$ The qs $G W$ method introduces another level of self-consistency, where both orbitals and energies are iteratively updated until convergence. ${ }^{17,21,60,173-177}$ However, to avoid dealing with the non-Hermitian and dynamical
nature of the correlation self-energy, a static symmetric approximation is considered instead, which reads

$$
\begin{equation*}
\left\langle\varphi_{p}\right| F\left|\varphi_{q}\right\rangle+\frac{\left[\Sigma_{c}\left(\epsilon_{p}\right)\right]_{p q}+\left[\Sigma_{c}\left(\epsilon_{q}\right)\right]_{q p}}{2}=\epsilon_{p} \delta_{p q} . \tag{15}
\end{equation*}
$$

Recently, a qs $G W$ scheme based on a static Hermitian self-energy obtained from a similarity renormalization group approach has been proposed as an alternative to Eq. (15). ${ }^{177}$

Based on these calculations, the principal IP and EA of a given system are obtained as

$$
\begin{equation*}
\mathrm{IP}=-\epsilon_{\text {номо }}, \quad \mathrm{EA}=-\epsilon_{\mathrm{LUMO}}, \tag{16}
\end{equation*}
$$

where HOMO and LUMO are the highest-occupied and lowestunoccupied molecular orbitals, respectively. These identities are valid at the HF and $G W$ levels.

## III. COMPUTATIONAL DETAILS

The reference data specifically produced for the present study have been obtained at the full CI (FCI) level. All these calculations have been performed with QUANTUM PACKAGE ${ }^{178}$ using the "Configuration Interaction using a Perturbative Selection made Iteratively" (CIPSI) algorithm ${ }^{179-183}$ and within the frozen-core approximation.

The GW calculations have been carried out with QUACK, an open-source software for emerging quantum electronic structure methods, for which the source code is available at https://github.com/pfloos/QuAcK. Their algorithm and implementation are described in Ref. 7. In the $G_{0} W_{0}$ and evGW calculations, we set $\eta=0$ and we solve the frequency-dependent quasiparticle equation without relying on its linearization to get the quasiparticle energies. The qs $G W$ calculations are performed with the regularized scheme based on the similarity renormalization group approach, as mentioned above and described in Ref. 177. A flow parameter of $s=1000$ is employed. All (occupied and virtual) orbitals are corrected.

The systems considered here have a closed-shell electronic structure, and, unless otherwise stated, we have opted to maintain spatial and spin symmetry. Therefore, we rely on the restricted formalism for the HF and GW calculations. The restricted HF (RHF) calculations are systemically initiated with a core Hamiltonian guess, and an internal stability analysis of the RHF solution toward other RHF solutions is systematically performed. ${ }^{184-186}$ All GW calculations employed these RHF quantities as a starting point. A systematic treatment of these systems with more exotic HF formalisms, including the unrestricted and/or generalized approaches, is deferred to future work. ${ }^{187-191}$ For each system and method, the raw data are collected in the supplementary material.

## IV. RESULTS

## A. $\mathrm{Be}+\mathrm{H}_{2}$ reaction

Using a simple $\mathrm{Be}(3 \mathrm{~s} 2 \mathrm{p}) / \mathrm{H}(2 \mathrm{~s})$ basis set (see the supplementary material) and correlating all electrons, we initially examine the insertion of a beryllium atom into $\mathrm{H}_{2}$ to form $\mathrm{BeH}_{2}$ following a $\mathrm{C}_{2} \mathrm{v}$ pathway ${ }^{138}$ or at least the variant proposed by Evangelista and coworkers. ${ }^{148-150}$ As depicted in the left panel of Fig. 1, the Be atom


FIG. 1. Left: Sketch of the insertion reaction of Be into $\mathrm{H}_{2}$. The $x$ coordinate varies from 0 to 4 bohrs, and $y=2.54-0.46 x$. Center: Variations of the principal IP and EA (in eV ) during the reaction as functions of $x$. Right: Evolution of the FCl weights associated with the two dominant electronic configurations, $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(1 b_{2}\right)^{2}\right\rangle$ and $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(3 a_{1}\right)^{2}\right\rangle$, as functions of $x$.
is placed at the center of the coordinate system, and two hydrogen atoms are located at $(x, \pm y, 0)$ with $y=2.54-0.46 x$ and $x$ ranging from 0 to 4 bohrs. At small $x>0$, the FCI wave function of $\mathrm{BeH}_{2}$ is dominated by the electronic configuration $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(1 b_{2}\right)^{2}\right\rangle$, while for larger $x$, the configuration $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(3 a_{1}\right)^{2}\right\rangle$ prevails. In the region $2.5<x<3$, the wave function switches rapidly from $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(1 b_{2}\right)^{2}\right\rangle$ to $\left|\left(1 a_{1}\right)^{2}\left(2 a_{1}\right)^{2}\left(3 a_{1}\right)^{2}\right\rangle$, as illustrated in the right panel of Fig. 1. Particularly, at $x=2.75$, the wave function contains an equal amount of the two configurations. This region of strong multireference effects is anticipated to produce the largest deviations between the reference FCI values and the $G W$-based methods.

To determine the exact IP and EA of this system, we performed FCI calculations on the cation, neutral, and anionic species at each geometry from $x=0$ to $x=4$ (central panel of Fig. 1). Starting from $x=0$, the IP decreases, reaching a minimum at $x=2.75$, while the EA increases to its maximum at the same point. Additionally, we computed the errors in IP and EA (with respect to FCI) across the entire range of $x$ values using HF, $G_{0} W_{0}$, evGW, and qs $G W$ (see Fig. 2).

At each level of theory, the behavior of the charged excitation energies closely mirrors the FCI results, except around $x=2.75$, where a significant deviation occurs. At the FCI level, the transition between the two regions is smooth, while at the HF level and hence at the $G W$ level as well, the transition is better described by two solutions crossing abruptly. This behavior is ubiquitous in excited-state HF calculations. ${ }^{192-194}$ Overall, Fig. 2 illustrates that $G W$ notably improves upon HF, with $G_{0} W_{0}$ and ev $G W$ exhibiting close agreement. In addition, qs $G W$ only improves in the small$x$ region and does not provide more accurate properties in the problematic region around $x=2.75$, where all $G W$ methods yield essentially the same values. In the worst-case scenario, $G W$ deviates by 0.7 eV for the IP and 0.5 eV for the EA. Furthermore, the
isolated Be also features a strong competition between the $\left|(1 s)^{2}(2 s)^{2}\right\rangle$ and $\left|(1 s)^{2}(2 p)^{2}\right\rangle$ configurations. ${ }^{195}$ Therefore, the large- $x$ limit of $\mathrm{Be}+\mathrm{H}_{2}$ will also have multireference characteristics, which are evident in the larger errors in the predicted IP for $x>2.75$. These results highlight that the quality of the HF reference wave function is crucial and that self-consistency does not lead to any significant improvement. Nonetheless, we can conclude that the $G W$ approximation provides a quantitative description of the $\mathrm{Be}+\mathrm{H}_{2}$ reaction, except in the strongly multireference region where the agreement is only qualitative.

Except for $2.75 \leq x \leq 2.9$, the RHF solution remains internally stable (i.e., there is no RHF-to-RHF instability). From $x=2.75-2.9$, one can find a spatially symmetry-broken RHF solution with energy lower than the symmetry-pure RHF solution. The numerical results


FIG. 2. Error in IP and EA with respect to FCl (in eV ) during the insertion reaction of Be into $\mathrm{H}_{2}$ as a function of $x$ computed at the $\mathrm{HF}, \mathrm{G}_{0} W_{0}$, evGW, and qsGW levels.


FIG. 3. Variations of the principal IP and EA (in eV) during the reaction in the range $2 \leq x \leq 3.5$ obtained at the FCl (solid curves) and $\mathrm{G}_{0} W_{0}$ (dashed lines) levels. The symmetry-pure RHF and spatially symmetry-broken RHF (SBRHF) solutions are considered as starting points for the $G_{0} W_{0}$ calculations. For the IP, the two solutions yield nearly identical results (not shown), while the EA values differ significantly for $2.75 \leq x \leq 2.9$.
obtained with these two solutions are extremely close in the case of the IP (results not shown), while they differ quite significantly for the EA. In Fig. 3, we represent the variation of the IP and EA in the range $2 \leq x \leq 3.5$. The IP and EA values computed with $G_{0} W_{0}$ feature a cusp or discontinuity when the reference RHF state switches abruptly. Furthermore, relying on the broken-symmetry solution has the effect of removing the discontinuity in the EA computed at the $G_{0} W_{0}$ level (blue markers) and provides a better match with the FCI values overall.

## B. Multireference systems

In the second stage of this study, we explore a set of molecules exhibiting varying degrees of multireference character, spanning from weakly to strongly multireference systems, each analyzed at its experimentally determined equilibrium geometry. ${ }^{196}$ The geometric parameters for these molecules are compiled in Table I. The respective weights of the RHF reference determinant in the cationic, neutral, and anionic singlet ground-state wave functions are reported in Table I. Here, we employ the more realistic triple- $\zeta$ basis set, def2-TZVPP. ${ }^{197}$

The boron dimer displays a pronounced multireference character in its lowest singlet state (HF determinant weight of only 0.36 ) although the true ground state possesses triplet spin

TABLE I. Ground-state geometries (in $\AA$ and degrees) of the considered molecular systems, spanning a spectrum from weakly to strongly multireference character, as well as the corresponding weights of the reference configuration in the FCl wave function for the cationic, neutral, and anionic singlet ground states.

|  |  | Reference weight |  |  |
| :--- | :---: | :---: | :---: | :---: |
| System | Geometry | Cation | Neutral | Anion |
| $\mathrm{B}_{2}$ | $R_{\mathrm{BB}}=1.59$ | 0.73 | 0.36 | 0.71 |
| LiF | $R_{\mathrm{LiF}}=1.5639$ | 0.96 | 0.93 | 0.94 |
| BeO | $R_{\mathrm{BeO}}=1.3308$ | 0.93 | 0.90 | 0.94 |
| BN | $R_{\mathrm{BN}}=1.281$ | 0.69 | 0.69 | 0.80 |
| $\mathrm{C}_{2}$ | $R_{\mathrm{CC}}=1.2425$ | 0.69 | 0.69 | 0.82 |
| $\mathrm{O}_{3}$ | $R_{\mathrm{OO}}=1.278$ | 0.74 | 0.76 | 0.76 |
|  | $\angle \mathrm{OOO}=116.8$ |  |  |  |

symmetry $\left({ }^{3} \Sigma_{\mathrm{g}}^{-}\right)$, and the corresponding HF wave function has the configuration $\left|\cdots \sigma_{\mathrm{u}}^{2} \sigma_{\mathrm{g}}^{2} \sigma_{\mathrm{u}}^{2} \pi_{\mathrm{u}}^{2}\right\rangle .{ }^{198-201}$ The carbon dimer serves as a prototypical multireference system (weight of 0.69 on the reference determinant) extensively studied in the literature using state-of-the-art electronic structure methods. ${ }^{202-206}$ We also consider other members of the 12 -electron series ( $\mathrm{LiF}, \mathrm{BeO}, \mathrm{BN}$, and ozone), which are all part of the GW100 dataset. ${ }^{38}$ (Although we consider the lowest-energy singlet state, it is worth noting that BN has a triplet ground state. ${ }^{207}$ ) Moving from LiF to $\mathrm{C}_{2}$, the multireference character magnifies. Notably, all these systems exhibit a positive electron affinity, implying the stability of their corresponding anion.

Our results, summarized in Table II, include the IP, EA, and fundamental gap computed at the $G_{0} W_{0}$, ev $G W$, qs $G W$, and FCI levels of theory. Errors with respect to the reference FCI values are indicated in parentheses. Starting with a core guess, for the more pronounced multireference systems ( $\mathrm{B}_{2}, \mathrm{BN}$, and $\mathrm{C}_{2}$ ), an internally unstable RHF solution (labeled as No. 1) is obtained. By following the eigenvector associated with the negative eigenvalue, a lowerlying RHF solution labeled as No. 2 is reached (see Table III). For $\mathrm{B}_{2}$, both RHF solutions have broken spatial symmetry. In $C_{2}$, No. 1 has a configuration $\left|\cdots \sigma_{\mathrm{g}}^{2} \sigma_{\mathrm{u}}^{2} \pi_{\mathrm{u}}^{2} \pi_{\mathrm{u}}^{2}\right\rangle$ and is of ${ }^{1} \Sigma_{\mathrm{g}}^{+}$symmetry, while No. 2 has broken spatial symmetry. A similar situation arises in BN , where No. 1 has ${ }^{1} \Sigma^{+}$symmetry and a configuration $\left|\cdots \sigma^{2} \sigma^{2} \pi^{2} \pi^{2}\right\rangle$, while the wave function of No. 2 is spatially broken. For $\mathrm{LiF}, \mathrm{BeO}$, and $\mathrm{O}_{3}$, No. 1 is found to be internally stable. The IP and EA obtained with GW based on No. 1 are very acceptable, but in some cases, improvement can be obtained by considering the lower-energy RHF solution No. 2, as explained further below.

For the IP of $\mathrm{B}_{2}$, transitioning from No. 1 to No. 2 results in a negative shift of $\sim 0.2 \mathrm{eV}$. At the $G_{0} W_{0}$ and ev $G W$ levels, the exact result falls almost exactly between the quasiparticle energies obtained with the two reference RHF solutions. Consequently, we observe a very small improvement with errors around 0.1 eV , unexpectedly well below the mean absolute error of $G W$ calculated on the $G W 100$ benchmark test set ( 0.31 eV at the $G_{0} W_{0} @ H F$ level). Due to self-consistency overcorrecting the IPs, the error in qs $G W$ reaches 0.26 eV when considering No. 2 as the starting point. The errors on the EAs are larger, as expected. Nonetheless, the overall trend is very similar.

TABLE II. Principal IP, principal EA, and fundamental gap (in eV) for a selection of multireference systems computed at the $G_{0} W_{0}$, ev $G W$, qs $G W$, and FCl levels of theory with the def2-TZVPP basis. No. 1 and No. 2 correspond to distinct RHF solutions whose properties are collected in Table III. The error with respect to the reference FCI value is reported in parentheses.

| Mol. |  | $G_{0} W_{0}$ |  | $e v G W$ |  | qsGW |  | FCI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No. 1 | No. 2 | No. 1 | No. 2 | No. 1 | No. 2 |  |
| $\mathrm{B}_{2}$ | IP | 9.06 (+0.09) | 8.87 (-0.10) | 9.10 (+0.13) | 8.87 (-0.10) | 8.84 (-0.13) | 8.71 (-0.26) | 8.97 |
|  | EA | 2.05 (+0.19) | 2.13 (+0.27) | $2.12(+0.26)$ | 2.20 (+0.34) | 1.90 (+0.04) | 2.15 (+0.29) | 1.86 |
|  | Gap | 7.01 (-0.11) | $6.74(-0.37)$ | 6.98 (-0.14) | 6.69 (-0.42) | 6.94 (-0.18) | 6.56 (-0.55) | 7.11 |
| LiF | IP | $11.31(-0.01)$ |  | 11.09 (-0.23) |  | $11.38(+0.06)$ |  | 11.32 |
|  | EA | 0.01 (-0.01) |  | $0.02(+0.00)$ |  | 0.00 (-0.02) |  | 0.02 |
|  | Gap | 11.29 (-0.01) |  | 11.07 (-0.23) |  | 11.38 (+0.08) |  | 11.30 |
| BeO | IP | 9.76 (-0.21) |  | 9.63 (-0.34) |  | 10.10 (+0.13) |  | 9.97 |
|  | EA | 2.09 (+0.12) |  | $2.12(+0.15)$ |  | $1.94(-0.03)$ |  | 1.97 |
|  | Gap | 7.67 (-0.32) |  | 7.51 (-0.48) |  | 8.17 (+0.17) |  | 8.00 |
| BN | IP | 11.69 (-0.24) | 11.90 (-0.03) | 11.68 (-0.24) | 11.93 (-0.03) | 11.83 (-0.10) | 11.83 (-0.10) | 11.93 |
|  | EA | $3.83(+0.84)$ | 3.70 (+0.71) | $3.89(+0.90)$ | 3.76 (+0.77) | $3.34(+0.35)$ | $3.34(+0.35)$ | 2.99 |
|  | Gap | 7.86 (-1.08) | 8.20 (-0.73) | 7.79 (-1.15) | 8.17 (-0.79) | 8.49 (-0.45) | 8.49 (-0.45) | 8.94 |
| $\mathrm{C}_{2}$ | IP | $12.92(+0.48)$ | 12.42 (-0.03) | $12.95(+0.50)$ | 12.42 (-0.03) | 12.54 (+0.09) | 12.16 (-0.29) | 12.45 |
|  | EA | $4.08(+1.08)$ | $4.40(+1.40)$ | 4.16 (+1.16) | $4.48(+1.48)$ | 3.73 (+0.73) | $4.40(+1.40)$ | 3.00 |
|  | Gap | 8.85 (-0.60) | $8.02(-1.43)$ | 8.79 (-0.66) | 7.93 (-1.52) | 8.81 (-0.64) | 7.76 (-1.69) | 9.45 |
| $\mathrm{O}_{3}$ | IP | 13.50 (+0.92) |  | 13.40 (+0.82) |  | $13.12(+0.54)$ |  | 12.58 |
|  | EA | 1.96 (+0.68) |  | $2.01(+0.73)$ |  | 1.85 (+0.57) |  | 1.28 |
|  | Gap | $11.54(+0.25)$ |  | 11.39 (+0.10) |  | 11.28 (-0.01) |  | 11.29 |

TABLE III. Properties of the two RHF solutions of $\mathrm{B}_{2}, \mathrm{BN}$, and $\mathrm{C}_{2}$ computed with the def2-TZVPP basis. The negative eigenvalues (in $E_{h}$ ) of the internal stability analysis are reported alongside the RHF energy (in $E_{h}$ ), $E_{\mathrm{HF}}$, and the HOMO and LUMO orbital energies (in eV ), $\epsilon_{\mathrm{HOMO}}^{\mathrm{HF}}$ and $\epsilon_{\mathrm{LUMO}}^{\mathrm{HF}}$.

| Mol. | Sol. | $E_{\mathrm{HF}}$ | Int. Stab. | $\epsilon_{\mathrm{HOMO}}^{\mathrm{HF}}$ | $\epsilon_{\mathrm{LUMO}}^{\mathrm{HF}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{B}_{2}$ | No. 1 | -49.042173 | -0.043 | -8.54 | -1.18 |
|  | No. 2 | -49.059358 |  | -8.71 | -1.05 |
| BN | No. 1 | -78.908465 | -0.019 | -11.53 | -2.93 |
|  | No. 2 | -78.911128 |  | -11.16 | -2.69 |
| $\mathrm{C}_{2}$ | No. 1 | -75.403580 | -0.067 | -12.46 | -3.12 |
|  | No. 2 | -75.439770 |  | -12.79 | -2.78 |

It is noteworthy that although qsGW is generally considered independent of the starting point due to self-consistency on quasiparticle energies and corresponding orbitals, initiating the qs $G W$ self-consistent process with No. 1 or No. 2 may lead to different sets of results. As qsGW considers a Fock-like operator, including Hartree, exchange, and correlation (similar to Kohn-Sham calculations), it is not surprising to locate different solutions at the qs $G W$ level. In the case of the carbon dimer, using No. 2 as a starting point significantly improves the IPs for $G_{0} W_{0}$ and evGW, while it deteriorates the qsGW results. Similar observations apply to BN. In particular, considering the lowest-energy RHF solution significantly improves both the IP and EA computed at the $G_{0} W_{0}$ and ev $G W$ levels. It is interesting to note that, in the case of BN , starting the qs $G W$
calculations with No. 1 or No. 2 leads to the same quasiparticle energies, and again, the accuracy reached is quite reasonable.

For the more weakly correlated systems, LiF and BeO , the IPs and EAs are well reproduced by $G W$, especially at the $G_{0} W_{0}$ and qsGW levels (evGW errors are slightly larger). For $\mathrm{O}_{3}$, which exhibits a more significant multireference character than the two previous systems, errors are larger (up to almost 1 eV for $G_{0} W_{0}$ ). Nonetheless, the qs $G W$ formalism can significantly reduce these errors. In conclusion, the best compromise appears to be qsGW@RHF using the symmetry-pure solution (No. 1), providing accurate IPs and EAs for the weakly and more strongly correlated systems that are considered here.

For the sake of completeness, we report, in the supplementary material, $G_{0} W_{0}$ results computed with Kohn-Sham starting points (BLYP, ${ }^{208,209}$ B3LYP, ${ }^{208-210}$ and CAM-B3LYP ${ }^{211}$ ) for the same set of molecules. The stability analysis reveals that all the considered density-functional approximations lead to a unique stable restricted solution and that only $G_{0} W_{0} @ C A M-B 3 L Y P$ produces competitive results when compared to $G_{0} W_{0} @ H F$.

## C. Triangular-shaped $\mathrm{H}_{6}$ cluster

The geometry of the $\mathrm{H}_{6}$ cluster, with a $2 \AA$ separation between each hydrogen atom, is reported in the supplementary material. To simplify the present analysis, we employ the minimal STO-6G basis set. At the FCI/STO-6G level, the ground-state energies for the cation, neutral, and anionic species are $-2.516380 E_{\mathrm{h}},-2.857023 E_{\mathrm{h}}$, and $-2.664959 E_{\mathrm{h}}$, respectively, resulting in an IP and EA of 9.27 eV

TABLE IV. Nature and properties of the different HF solutions located for the triangular-shaped $\mathrm{H}_{6}$ cluster using the STO-6G basis. The HF energy (in $E_{h}$ ), $E_{H F}$, and the expectation value of $\hat{S}^{2}$ are indicated for each solution. The IP and EA (in EV ) computed at the $\mathrm{HF}, \mathrm{G}_{0} \mathrm{~W}_{0}$, qsGW, and FCI levels are also reported, and the error with respect to the reference FCl value is indicated in parentheses.

| Nat. | Sol. | $E_{\text {HF }}$ | $\left\langle\hat{S}^{2}\right\rangle$ | HF |  | $G_{0} W_{0}$ |  | qsGW |  | FCI |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | IP | EA | IP | EA | IP | EA | IP | EA |
| RHF |  | -2.449 047 | 0.000 | 6.36 (-2.91) | -3.22 (+2.01) | 6.55 (-2.72) | $-2.94(+2.29)$ | 6.48 (-2.79) | $-2.86(+2.37)$ | 9.27 | -5.23 |
| UHF | No. 1 | -2.798 321 | 2.821 | 10.38 (+1.11) | -5.51 (-0.28) | 10.09 (+0.82) | -5.28 (-0.05) | 10.01 (+0.74) | $-5.20(+0.03)$ | 9.27 | -5.23 |
| UHF | No. 2 | -2.819 463 | 2.742 | 10.42 (+1.15) | -6.92 (-1.69) | 10.06 (+0.79) | -6.56 (-1.33) | 9.95 (+0.68) | -6.43 (-1.20) | 9.27 | -5.23 |
| UHF | No. 3 | -2.824 460 | 2.712 | 11.16 (+1.89) | -6.26 (-1.03) | 10.75 (+1.48) | -5.94 (-0.71) | 10.61 (+1.34) | -5.84 (-0.61) | 9.27 | $-5.23$ |

and -5.23 eV , respectively. The RHF estimates of the IP and EA deviate significantly from these FCI values, with an offset of $\sim 3 \mathrm{eV}$ for the IP and 2 eV for the EA. Moreover, performing a $G W$ calculation on top of the RHF results does not yield any improvement, and self-consistency has minimal impact, slightly worsening the results.

While the RHF solution is internally stable, it is unstable toward UHF (RHF-to-UHF instabilities). The stability analysis reveals five negative eigenvalues: one non-degenerate at $-0.647 E_{\mathrm{h}}$ and two sets of doubly degenerate eigenvalues at $-0.362 E_{\mathrm{h}}$ and $-0.079 E_{\mathrm{h}}$. Following the lowest eigenvalues leads to the lowest-energy (stable) solution, UHF\#3, while each pair of degenerate eigenvalues leads to distinct stable solutions, UHF\#1 and UHF\#2 (see Table IV). The significant spin contamination of these UHF solutions, as indicated by the values of $\left\langle\hat{S}^{2}\right\rangle$, reveals the spin frustration inherent in this system.

Figure 4 illustrates the Mulliken population analysis of the four stable HF solutions we have identified. The spin- $\sigma$ electronic population on nucleus $A$ is given by ${ }^{212}$

$$
\begin{equation*}
q_{A}^{\sigma}=-\sum_{\mu \in A}\left(\boldsymbol{P}^{\sigma} \cdot \boldsymbol{S}\right)_{\mu \mu}, \tag{17}
\end{equation*}
$$

where $\boldsymbol{P}^{\sigma}$ is the spin- $\sigma$ density matrix and $\boldsymbol{S}$ is the overlap matrix, both expressed in the atomic orbital basis. A full half-circle represents an entire spin-up or spin-down electron located on this atom. In the RHF wave function, the spin-up and spin-down populations are identical, and the distribution of electrons on each site is nearly equal. However, in the UHF wave functions, electrons localize on specific centers, creating different patterns.

Transitioning from RHF to UHF results in a drastic improvement in the IP and EA estimates, highlighting the practical impact of breaking spatial and spin symmetries in the presence of spin frustration. However, determining which solution to favor in this case


FIG. 4. Mulliken population analysis and the expectation values of $\hat{S}^{2}$ for the four HF solutions of the triangular-shaped $\mathrm{H}_{6}$ cluster (see Table IV). A full half-circle corresponds to an entire spin-up or spin-down electron.
remains unclear: the lowest-energy solution with the largest spin contamination, UHF\#3, is clearly inferior to the two others, while UHF\#2 is slightly better for IPs but yields poor estimates of the EAs compared to UHF\#1. These results highlight the practical challenges faced by $G W$ calculations for molecules with severe multireference effects.

## D. Dissociation of HF

Our final example deals with the dissociation of the HF molecule. Using Dunning's cc-pVDZ basis set, we compute the IP as a function of the internuclear distance $R_{\mathrm{H}-\mathrm{F}}$ ranging from 0.5 to $3.5 \AA$ at the FCI, HF, $G_{0} W_{0}$, and qs $G W$ levels. Our results are reported in Fig. 5. Here, again, we employ both (stable) RHF and UHF starting points for the $G_{0} W_{0}$ and qs $G W$ calculations. At equilibrium, the dominant closed-shell configuration is $\left|\cdots(3 \sigma)^{2}(1 \pi)^{4}\right\rangle$, while, at stretched geometries, two additional configurations, $\left|\cdots\left(1 \pi^{4}\right)(4 \sigma)^{2}\right\rangle$ and $\left|\cdots\left(1 \pi^{4}\right)(3 \sigma)(4 \sigma)\right\rangle$, must be considered.

The FCI curve is rather simple: the IP decreases from a value of $\sim 17 \mathrm{eV}$ at $R_{\mathrm{H}-\mathrm{F}}=0.5 \AA$ to reach a minimum of 13.3 eV around $R_{\mathrm{H}-\mathrm{F}}=2 \AA$ before slightly increasing toward a limiting value of $\sim 13.6 \mathrm{eV}$ for large bond lengths. For small $R_{\mathrm{H}-\mathrm{F}}$, the RHF IP is a rather poor approximation of its FCI counterpart but follows the correct trend. In this regime, the $G_{0} W_{0}$ perturbative correction is


FIG. 5. Variation of the IP (in eV) of the HF molecule during its dissociation computed at various levels of theory. Restricted- and unrestricted-based calculations are represented in green and orange, respectively.
effective up to $1.5 \AA$. However, beyond this point, it deviates significantly. As observed previously, qsGW does not match the accuracy of $G_{0} W_{0}$ but follows a similar trend.

A UHF solution emerges around $1.4 \AA$, and the UHF IP provides an excellent estimate of the FCI value for large bond lengths, with a systematic improvement at both the $G_{0} W_{0}$ and qs $G W$ levels. However, the transition between the RHF and UHF starting points results in non-smooth curves at the GW level, featuring bumps around the Coulson-Fischer point. Although this bump is mitigated at the qs $G W$ level due to the self-consistency over the orbitals, it remains present. In this region, the self-consistent qsGW calculations are quite difficult to converge hinting at the presence of multiple solutions. ${ }^{213-220}$ Apart from this, the qsGW@UHF curve accurately follows the FCI dissociation curve, providing a rather satisfactory description of this single-bond dissociation process.

## V. CONCLUSION AND PERSPECTIVES

The present study highlights the diverse behavior of $G W$ in the presence of strong correlation. For the $\mathrm{Be}+\mathrm{H}_{2}$ insertion reaction, the $G W$ approximation provides a quantitative description, except in regions of strong multireference character, where the agreement is merely qualitative. For molecules with varying amounts of multireference character, the optimal compromise emerges with qs $G W$ employing a symmetry-pure HF reference whenever available. This approach yields IP and EA estimates for both weakly and strongly correlated systems with notable accuracy. In contrast, the spin-frustrated $\mathrm{H}_{6}$ cluster in a triangular arrangement and the dissociation of HF reveal that breaking spin symmetry is wise and useful in certain contexts. For the $\mathrm{H}_{6}$ cluster, the RHF-based estimates exhibit significant deviations, whereas IPs and EAs obtained through qs $G W$ with a UHF reference align much more closely with the FCI reference values. However, because various UHF solutions do exist, it is unclear which solution to favor in this case. Furthermore, the dissociation of the HF molecule demonstrates that self-consistency in addition to symmetry breaking can be useful for single-bond breaking processes, although the dissociation curve exhibits an unphysical "bump" near the Coulson-Fischer point. Scenarios involving multiple-bond breaking remain to be studied in this context.

Notably, the discrepancy in accuracy for different variants of $G W$ and initial states is most pronounced for molecules that undergo spin-symmetry breaking at the Hartree-Fock level, including the spin-frustrated $\mathrm{H}_{6}$ cluster and the dissociation of HF , and is relatively less severe in the two-configuration scenario of $\mathrm{BeH}_{2}$. To overcome the challenges for spin-frustrated systems, we intend to explore the generalized version of $G W$, which allows the $\hat{S}_{z}$ symmetry to be broken, thus enabling the use of non-collinear reference wave functions for subsequent $G W$ post-treatment. Strikingly, the accuracy remains acceptable in the case of $B_{2}$, despite its strong multireference character. This somewhat surprising result may be attributed to error compensation arising from the interplay between the level of self-consistency, the precise nature of the underlying mean-field solution, and the degree of multireference character.

We set out to investigate the accuracy of the $G W$ approximation for multireference systems. Our findings indicate that, indeed, GW can describe such systems to a certain extent. However, it is clear that the errors are notably larger than those encountered in
single-reference systems. While the precise relationship between the magnitude of this error and the number of dominant electronic configurations remains unexplored, this factor is an important avenue for future investigation. The absence of a universal estimator to quantify the degree of multireference character in a system makes it very difficult to determine the likelihood of $G W$ failing. As a result, the nuanced performance of $G W$ for multireference chemical systems emerges as the primary finding of our analysis. This conclusion resonates with findings in other fields, particularly within the context of solids. ${ }^{221-225}$ Overall, $G W$ has to be used with care and there is room to improve the accuracy of Green's function-based methods in systems with a strong multireference character. In this regard, the development of explicit multireference implementations, ${ }^{226-230}$ although less black-box than the single-reference version, would be quite useful in certain chemical scenarios.

## SUPPLEMENTARY MATERIAL

See the supplementary material for the specification of the basis set and the total energies for the $\mathrm{Be}+\mathrm{H}_{2}$ reaction, the total energies and additional $G_{0} W_{0}$ results of the set of multireference molecules, the geometry of the $\mathrm{H}_{6}$ cluster, and the IP of the HF molecule as a function of the bond length.
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