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ABSTRACT
In recent years, Green’s function methods have garnered considerable interest due to their ability to target both charged and neutral exci-
tations. Among them, the well-established GW approximation provides accurate ionization potentials and electron affinities and can be
extended to neutral excitations using the Bethe–Salpeter equation (BSE) formalism. Here, we investigate the connections between various
Green’s function methods and evaluate their performance for charged and neutral excitations. Comparisons with other widely known second-
order wave function methods are also reported. Additionally, we calculate the singlet-triplet gap of cycl[3,3,3]azine, a model molecular emitter
for thermally activated delayed fluorescence, which has the particularity of having an inverted gap thanks to a substantial contribution from
the double excitations. We demonstrate that, within the GW approximation, a second-order BSE kernel with dynamical correction is required
to predict this distinctive characteristic.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0159853

I. GREEN’S FUNCTION METHODS
Recent developments and investigations in Green’s function

approaches have generated significant interest within the electronic
structure community,1–3 especially in quantum chemistry.4–7 The
pillar of Green’s function many-body perturbation theory is the one-
body Green’s function (or electron propagator).8 It has the ability
to provide the charged excitations (i.e., ionization potentials and
electron affinities) of the system in a single calculation as mea-
sured in direct or inverse photoemission spectroscopy. This avoids
using state-specific methods where one has to perform separate
calculations on the neutral and ionized species.9–17

Obviously, the exact one-body Green’s function G is, in gen-
eral, unknown but its mean-field Hartree–Fock (HF) version GHF
can be linked to the exact one, via a Dyson equation involving a
key quantity known as the self-energy Σ, which includes correlation
effects,

G(12) = GHF(12) + ∫ GHF(13)Σ(34)G(42)d3d4. (1)

Here, 1 ≡ (x1, t1) is a composite coordinate gathering spin-space
and time variables.

The HF one-body Green’s function is given by

GHF(x1, x2;ω) =∑
i

ψi(x1)ψi(x2)

ω − ϵHF
i − iη

+∑
a

ψa(x1)ψa(x2)

ω − ϵHF
a + iη

, (2)

where ψp(x) is the pth HF spinorbital and ϵHF
p is its correspond-

ing energy, while η is a positive infinitesimal that we shall set to
zero in the remaining of this paper. Throughout this article, we
assume real orbitals and energies. The indices p, q, r, and s are gen-
eral spinorbitals, i, j, k, and l denote occupied spinorbitals, a, b, c,
and d are vacant spinorbitals, while m and n label single excita-
tions/deexcitations and double electron attachments/detachments,
respectively. Here, we systematically consider a HF starting point
but the present analysis can be straightforwardly extended to a
Kohn–Sham starting point.

Approximations to the self-energy, such as GW,5,18–21 are
needed to solve the Dyson equation defined in Eq. (1). Even though
the GW approximation has proven to produce accurately charged
excitations in solids22–31 and molecules,6,7,32–64 it is not the only
approximation to the self-energy. Indeed, other approximations
exist, such as the second-order Green’s function (GF2),65–79 also
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known as second Born in the condensed matter community,3,80 and
the T-matrix81–95 (or Bethe–Goldstone approximation96–100). Going
beyond these approximations has been shown to be rather challeng-
ing from a computational point of view.82,83,88,97,98,101–121 Moreover,
the overall accuracy does not always improve.21,122 Here, for the sake
of simplicity, we consider only one-shot schemes where one does
not self-consistently update the self-energy,22,30,123–127 but the same
analysis can be performed in the case of (partially) self-consistent
schemes.26,46,128–136 Note that by only considering one-shot schemes,
we neglect all the diagrammatic contributions stemming from
self-consistency.

Another attractive point concerning Green’s function-based
techniques is the Bethe–Salpeter equation (BSE) formalism6,7,137,138

that allows access to the neutral (i.e., optical) excitations of a
given system. BSE relies on the two-body Green’s function G2 (or
polarization propagator) via its link with the two-body correlation
function,

iL(12; 1′2′) = −G2(12; 1′2′) +G(11′)G(22′), (3)

that also satisfies a Dyson equation,

L(12, 1′2′) = L0(12, 1′2′)

+ ∫ L0(14, 1′3)Ξ(35, 46)L(62, 52′)d3d4d5d6, (4)

with

iL0(12; 1′2′) = G(12′)G(21′) (5)

and where

Ξ(13, 24) = i
δΣ(12)
δG(43)

(6)

is the so-called BSE kernel. As we shall discuss later, like its time-
dependent density-functional theory (TD-DFT) cousin,139–142 BSE
can be written in the form of Casida-like equations.

Because the BSE kernel is the functional derivative of Σ with
respect to G, one can readily see from Eq. (6) that Ξ strongly depends
on the choice of approximate self-energy. The most popular BSE ker-
nel is based on the GW approximation and leans on the dynamically
screened Coulomb potential W to provide rather accurate neutral
excitations for molecular systems.138 However, one can also rely on
kernels based on the T-matrix95 or GF2.143–145

Undoubtedly, the self-energy and kernel approximations dis-
cussed earlier possess inherent limitations, both stemming from
their intrinsic nature and the typical methods employed to solve
these equations, as well as potential additional approximations
involved. For example, unphysical discontinuities in energy sur-
faces have been recently discovered and studied in the GW
approximation,54,146–149 but similar observations can be made with
the other approximations. The issue can be traced down to
the multiple solution character of the quasiparticle equation.147

This problem of discontinuities can be partially addressed by
using linearization of the quasiparticle equation, but irregulari-
ties (or “bumps”) remain, for example, in potential energy sur-
faces.147 One can deal with this issue by using a static Coulomb-
hole plus screened-exchange (COHSEX),26,104,148,150,151 by adopt-
ing a fully self-consistent scheme,149,152–161 or via regularization
techniques.162,163

Moreover, the BSE is considered, in general, within the so-
called static approximation where the dynamical (i.e., frequency-
dependent) BSE kernel is approximated by its static limit. By
doing so, the static BSE scheme,164–168 like the adiabatic approxi-
mation of TD-DFT,169–173 does not permit the description of dou-
ble and higher excitations. The endeavor to go beyond the static
approximation was first addressed by Strinati for core excitons
in semiconductors.23,24,138,174 Then, using first-order perturbation
theory, Rohlfing and co-workers have developed a way to take
into account dynamical effects via the plasmon-pole approximation
combined with the Tamm-Dancoff approximation (TDA).175–182

Recently, Loos and Blase167 proposed a dynamical scheme similar to
Rohlfing’s that goes beyond the plasmon-pole approximation where
the dynamical screening of the Coulomb interaction is computed
exactly within the random-phase approximation (RPA).183–187

Unfortunately, even though this dynamical scheme allows us to
dynamically correct the single excitations obtained from the static
approach, it does not permit access to double excitations. A way
to obtain these higher solutions is to resort to the spin–flip formal-
ism where one considers a higher spin state as a Refs. 188 and 189.
Note, however, that the spin–flip formalism does not give access to
all double excitations and is hampered by spin contamination.190,191

Recently, Backhouse and Booth have introduced an upfolding
version of the non-linear GF2 equations, which provides a linear
eigenvalue problem of larger dimension76 (see also Ref. 8). Bintrim
and Berkelbach have extended it to the non-linear GW equations.192

This linear eigenvalue problem allowed us to understand the role of
intruder states in the origin of the energy surface discontinuities162

as well as the connections between Green’s function methods and
coupled-cluster theory.193–195 More importantly, when combined
with other computational techniques, the upfolding framework pro-
vides a way to significantly lower the computational scaling of
these approaches.74–76,161,192 The same concept was also applied to
the dynamical BSE eigenvalue problem built from the GW kernel
in order to go beyond the static approximation.196 This upfold-
ing approach produces a linear eigenvalue problem in an expanded
space of single and double excitations, hence direct access to doubly
excited states with, however, limited success in terms of accuracy.

In this work, we investigate both charged and neutral excita-
tions in Secs. II and III, respectively. We begin by reviewing the
equations associated with the GF2 (Sec. II B), GW (Sec. II C), and
T-matrix (Sec. II D) self-energies in various forms. Subsequently,
we present and study various static and dynamic BSE kernels based
on the GF2 (Sec. III B), GW (Secs. III C and III D), and T-matrix
(Sec. III E) approximations, elucidating their interconnections and
similarities with other theories. Computational details are provided
in Sec. IV. In Sec. V A, we assess the accuracy of the three differ-
ent self-energies in calculating the principal ionization potentials of
a subset of atoms and molecules taken from the GW100 dataset.197

Section V B reports the computation of neutral excitations for
another set of molecules using four different kernels within the
static approximation. Additionally, we evaluate dynamical correc-
tions through perturbation theory. Our analysis considers various
types of excited states, predominantly valence, and Rydberg states
and investigates the performance of these kernels based on the spe-
cific type of states. Finally, in Sec. V C, we compute, at various levels
of theory, the gap between the first singlet and triplet excited states
of cycl[3,3,3]azine, a model light-emitting diode (OLED) emitter for
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thermally activated delayed fluorescence (TADF), which has the par-
ticularity of having an inverted singlet-triplet gap. Our conclusions
are presented in Sec. VI. Atomic units are consistently employed
throughout.

II. CHARGED EXCITATIONS
A. Quasiparticle equation

Within the one-shot scheme, in order to obtain the quasipar-
ticle energies and the corresponding satellites, one solve, for each
spinorbital p and assuming real values of the frequency ω, the
following (non-linear) quasiparticle equation:

ϵHF
p + Σpp(ω) − ω = 0, (7)

where Σpp(ω) is a diagonal element of the correlation part of the
self-energy. Due to the fact that one is usually interested in the
quasiparticle solution, Eq. (7) is often linearized around ω = ϵHF

p , i.e.,

Σpp(ω) ≈ Σpp(ϵHF
p ) + (ω − ϵ

HF
p )

∂Σpp(ω)
∂ω

∣
ω=ϵHF

p

, (8)

which yields

ϵp = ϵHF
p + ZpΣpp(ϵHF

p ), (9)

where

Zp =

⎡
⎢
⎢
⎢
⎢
⎣

1 −
∂Σpp(ω)

∂ω
∣
ω=ϵHF

p

⎤
⎥
⎥
⎥
⎥
⎦

−1

(10)

is a renormalization factor (0 ≤ Zp ≤ 1), which represents the
spectral weight of the quasiparticle solution.

The non-linear quasiparticle Eq. (7) can be exactly transformed
into a larger linear problem via the upfolding process mentioned
earlier where the 2h1p and 2p1h sectors are upfolded from the 1h
and 1p sectors.74–76,162,163,192,194,195,198 For each orbital p, this yields a
linear eigenvalue problem of the form,

Hp ⋅ cν = ϵνcν, (11)

where ν runs over all solutions, quasiparticles, and satellites, and
with195

Hp =

⎛
⎜
⎜
⎜
⎜
⎝

ϵHF
p V2h1p

p V2p1h
p

(V2h1p
p )

†
C2h1p 0

(V2p1h
p )

†
0 C2p1h

⎞
⎟
⎟
⎟
⎟
⎠

. (12)

The diagonalization of Hp is equivalent to solving the quasipar-
ticle Eq. (7). This can be further illustrated by expanding the secular
equation associated with Eq. (12),

det [Hp − ω1] = 0, (13)

and comparing it with Eq. (7) by setting

Σpp(ω) = V2h1p
p ⋅ (ω1 − C2h1p

)
−1
⋅ (V2h1p

p )
†

+V2p1h
p ⋅ (ω1 − C2p1h

)
−1
⋅ (V2p1h

p )
†
, (14)

where 1 is the identity matrix.
It can be readily seen from Eq. (12) that the hole (h) and particle

(p) sectors are potentially coupled. This coupling, which is absent
in coupled-cluster theory,193,194,199 is critical for generating effective
higher-order diagrams in Green’s function methods.8

In this work, we look at various approximations for the dynami-
cal self-energy Σpp(ω), and it obviously leads to different expressions
for the blocks C2h1p, C2p1h, V2h1p

p , and V2p1h
p . In the following, for

each approximation, we provide the expression for the self-energy
and the different blocks.

B. GF2 self-energy
Within the GF2 approximation, one only takes into account the

direct and exchange second-order diagrams,200 and the self-energy is
given by201–203

ΣGF2
(12) = G(12)∫ v(13)G(34)G(43)v(42)d3d4

− ∫ G(13)v(14)G(34)G(42)v(32)d3d4, (15)

where v(12) = ∣r1 − r2∣
−1 is the bare Coulomb operator.

In the spinorbital basis, the self-energy is constituted by a hole
and a particle term as follows:

ΣGF2
pq (ω) =

1
2∑ija

⟨pa∣∣i j⟩⟨qa∣∣i j⟩
ω + ϵHF

a − ϵHF
i − ϵHF

j
+

1
2∑iab

⟨pi∣∣ab⟩⟨qi∣∣ab⟩
ω + ϵHF

i − ϵHF
a − ϵHF

b
,

(16)

with ⟨pq∣∣rs⟩ = ⟨pq∣rs⟩ − ⟨pq∣sr⟩ being the antisymmetrized two-
electron integrals written in Dirac’s notation, i.e.,

⟨pq∣rs⟩ =∬ ψp(x1)ψq(x2)v(12)ψr(x1)ψs(x2)dx1dx2. (17)

As mentioned above, one can rely on an equivalent linear eigenvalue
problem [see Eq. (12)] where the diagonal blocks are given by8,76

C2h1p
ija,klc = (−ϵ

HF
a + ϵ

HF
i + ϵ

HF
j )δikδ jlδac, (18a)

C2p1h
iab,kcd = (−ϵ

HF
i + ϵ

HF
a + ϵ

HF
b )δikδacδbd, (18b)

and the corresponding coupling blocks read

V2h1p
p,klc =

⟨pc∣∣kl⟩
√

2
V2p1h

p,kcd =
⟨pk∣∣dc⟩
√

2
. (19)

Using Eq. (14), we can see that one easily retrieves the self-energy
expression in Eq. (16). As already discussed in the literature,8,74 it
is worth mentioning that we recover the same secular equations
as the second-order algebraic–diagrammatic construction [ADC(2)]
treatment of the electron propagator in its Dyson form.8,204–207
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C. GW self-energy
GW is an approximation to Hedin’s equations, a set of exact

coupled integro-differential equations.150 Diagrammatically, GW
takes into account all the direct ring diagrams via a resummation
technique200 and is adequate in the high-density regime where cor-
relation is weak.208,209 Therefore, GW includes the second-order
direct term contained in GF2 but lacks its second-order exchange
counterpart. The GW approximation is a relatively low compu-
tational cost method120,153,210–220 that relies on the dynamically
screened Coulomb potential W that is usually computed at the
direct (i.e., without exchange) particle–hole RPA (ph-RPA) level.
In solids and large molecular systems, screening is usually signifi-
cant, and the (frequency-dependent) screened Coulomb interaction
is noticeably weaker than the (static) bare one. One can also include
so-called internal vertex corrections for the calculation of polariz-
ability. In this case, one talks about test charge–test charge (tc–tc)
polarizabilities, and various choices are possible.110,122,221–225

The ph-RPA equations take the form of a non-Hermitian
eigenvalue problem written on the basis of single excitations and
deexcitations,

⎛
⎜
⎝

Aph Bph

−Bph
−Aph

⎞
⎟
⎠
⋅
⎛
⎜
⎝

Xph Yph

Yph Xph

⎞
⎟
⎠
=
⎛
⎜
⎝

Xph Yph

Yph Xph

⎞
⎟
⎠
⋅
⎛
⎜
⎝

Ωph 0

0 −Ωph

⎞
⎟
⎠

,

(20)

with

Aph
ia, jb = (ϵ

HF
a − ϵ

HF
i )δi jδab + ⟨ib∣a j⟩, (21a)

Bph
ia, jb = ⟨i j∣ab⟩. (21b)

In the absence of instabilities, i.e., when Aph
− Bph is positive definite,

the ph-RPA problem reduces to a Hermitian problem of half the size.
If one includes an exchange in Eqs. (21a) and (21b), one ends up with
RPA with exchange (RPAx), which is equivalent to time-dependent
HF (TDHF). Note that TDHF within the TDA, where one removes
the coupling between excitations and deexcitations, i.e., B = 0, is
equivalent to configuration interaction with singles (CIS).226

Within the GW approximation, the self-energy is defined by the
following simple expression:

ΣGW
(12) = iG(12)Wc(12), (22)

which clearly justifies the name of this approximation. Here,
Wc =W − v is the correlation part of the screened Coulomb
interaction. On the spinorbital basis, the self-energy reads

ΣGW
pq (ω) =∑

im

Mph
pi,mMph

qi,m

ω − ϵHF
i +Ω

ph
m
+∑

am

Mph
pa,mMph

qa,m

ω − ϵHF
a −Ω

ph
m

, (23)

where the screened two-electron integrals are given by

Mph
pq,m =∑

ia
⟨pi∣qa⟩(Xph

+ Yph
)

ia,m
. (24)

As shown by Bintrim and Berkelbach192 and more recently by
Tölle and Chan195 (who have been able to eschew the use of the
TDA), the blocks C2h1p and C2p1h defined in Eq. (12) are diagonal
with elements,

C2h1p
im,im = ϵ

HF
i −Ω

ph
m C2p1h

am,am = ϵ
HF
a +Ω

ph
m , (25)

and the coupling blocks read

V2h1p
p,im =Mph

pi,m V2p1h
p,am =Mph

pa,m, (26)

where Mph
pq,m are the screened integrals of Eq. (24). Using the expres-

sions of the different blocks, one can, via the inverse process, obtain
the expression of the self-energy as described in Eq. (14) and recover
Eq. (23).

Note that an attempt of decoupling the 2h1p and 2p1h spaces
within GW, as it is done in non-Dyson ADC,227 has been made but
with very mitigated results.192

D. T -matrix self-energy
While GW depends on the dynamically screened Coulomb

potential W, the T-matrix approximation relies on the so-called T-
matrix, which, diagrammatically, corresponds to a resummation of a
different class of diagrams known as ladder diagrams.200 Unlike the
two-point quantity W, the four-point T-matrix is spin-dependent
and mixes the singlet and triplet spin channels in the computation of
the self-energy. The T-matrix approximation, which contains both
second-order diagrams as well as additional higher-order ladder dia-
grams, is usually preferred to GW when the screening is weak or, in
other words, in the low-density regime.

While W is computed using ph-RPA, the T-matrix is computed
using the particle–particle (pp) RPA (pp-RPA) problem, which is a
non-Hermitian eigenvalue problem expressed in the basis of double
electron attachments and double electron detachments,228–238

⎛
⎜
⎝

Cpp Bpp/hh

−(Bpp/hh
)
†
−Dhh

⎞
⎟
⎠
⋅
⎛
⎜
⎝

Xpp Yhh

Ypp Xhh

⎞
⎟
⎠
=
⎛
⎜
⎝

Ωpp 0

0 Ωhh

⎞
⎟
⎠
⋅
⎛
⎜
⎝

Xpp Yhh

Ypp Xhh

⎞
⎟
⎠

,

(27)

where

Cpp
ab,cd = (ϵ

HF
a + ϵ

HF
b )δacδbd + ⟨ab∣∣cd⟩, (28a)

Bpp/hh
ab,i j = ⟨ab∣∣i j⟩, (28b)

Dhh
i j,kl = −(ϵ

HF
i + ϵ

HF
j )δikδ jl + ⟨i j∣∣kl⟩, (28c)

with the following index restrictions a < b, c < d, i < j, and k < l.
Within the T-matrix approximation, the correlation part of the

self-energy is

ΣGT
(12) = i∫ G(43)Tc(13, 24)d3d4, (29)

where Tc is the correlation part of the T matrix, and the elements of
the self-energy in the spinorbital basis are explicitly given by88,93

ΣGT
pq (ω) =∑

in

Mpp
pi,nMpp

qi,n

ω + ϵHF
i −Ω

pp
n
+∑

an

Mhh
pa,nMhh

qa,n

ω + ϵHF
a −Ωhh

n
, (30)
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where the pp and hh versions of the screened two-electron integrals
read

Mpp
pq,n =∑

c<d
⟨pq∣∣cd⟩Xpp

cd,n +∑
k<l
⟨pq∣∣kl⟩Ypp

kl,n, (31a)

Mhh
pq,n =∑

c<d
⟨pq∣∣cd⟩Xhh

cd,n +∑
k<l
⟨pq∣∣kl⟩Yhh

kl,n. (31b)

Following the upfolding process of Bintrim and Berkelbach192

together with the generalization of Tölle and Chan,195 in the case of
the T-matrix, we have the following diagonal elements for the blocks
C2h1p and C2p1h of Eq. (12):

C2h1p
an,an = −ϵ

HF
a +Ω

hh
n C2p1h

in,in = −ϵ
HF
i +Ω

pp
n , (32)

and the corresponding coupling blocks are

V2h1p
p,an =Mhh

pa,n V2p1h
p,in =Mpp

pi,n, (33)

where the screened integrals are given by Eqs. (31a) and (31b).

III. NEUTRAL EXCITATIONS
A. Bethe–Salpeter equation

Within the BSE formalism, one must solve, in the general
setting, a non-linear eigenvalue problem of the form,

⎛
⎜
⎝

ABSE
(ΩBSE

ν ) BBSE
(ΩBSE

ν )

−BBSE
(−ΩBSE

ν ) −ABSE
(−ΩBSE

ν )

⎞
⎟
⎠
⋅
⎛
⎜
⎝

XBSE
ν

YBSE
ν

⎞
⎟
⎠
= ΩBSE

ν

⎛
⎜
⎝

XBSE
ν

YBSE
ν

⎞
⎟
⎠

,

(34)

where the (anti)resonant block ±ABSE
(ω) and the coupling blocks

±BBSE
(ω) are dynamical quantities and the index ν runs over single,

double, and potentially higher excitations. Of course, their expres-
sions depend on the type of quasiparticles and the kernel that one
considers, but they have the following generic expressions:

ABSE
ia, jb(ω) = Aia, jb + Ξia, jb(ω), (35a)

BBSE
ia, jb(ω) = Bia, jb + Ξia,b j(ω), (35b)

with the following static parts:

Aia, jb = (ϵa − ϵi)δi jδab + ⟨ib∣∣a j⟩, (36a)

Bia, jb = ⟨i j∣∣ab⟩, (36b)

where ϵp’s are quasiparticle energies, and Ξpq,rs(ω) is an element of
the dynamical correlation kernel computed at a given level of theory.
Note that, although these matrices are built in the single excitation
and deexcitation manifolds, thanks to the frequency dependence of
these quantities, one can potentially access higher excitations.

Again, one can enforce the TDA to obtain a simpler non-linear
system,

ABSE
(ΩBSE

ν ) ⋅ X
BSE
ν = ΩBSE

ν XBSE
ν . (37)

Below, we present three different ways of tackling the BSE problem.

First, one can enforce the so-called static approximation where
one sets

ABSE
ia, jb = Aia, jb + Ξia, jb, (38a)

BBSE
ia, jb = Bia, jb + Ξia,b j , (38b)

to get

⎛
⎜
⎝

ABSE BBSE

−BBSE
−ABSE

⎞
⎟
⎠
⋅
⎛
⎜
⎝

XBSE
m

YBSE
m

⎞
⎟
⎠
= ΩBSE

m

⎛
⎜
⎝

XBSE
m

YBSE
m

⎞
⎟
⎠

. (39)

In this case, because of the frequency-independent nature of the
static kernel’s elements Ξpq,rs, one only accesses single excitations.

Second, one can go beyond the static approximation by using
a renormalized first-order perturbative correction to the static BSE
excitation energies (we refer to the interested reader to Ref. 167 for a
detailed discussion. Here, we only provide the main equations). This
dynamical correction to the static BSE kernel (labeled dBSE in the
following) allows us to recover additional relaxation effects coming
from higher excitations.

The dBSE excitation energies are then obtained via

ΩdBSE
m = ΩBSE

m + ζmΩ̃BSE
m , (40)

where ΩBSE
m ’s are the static (zeroth-order) BSE excitation energies

defined in Eq. (39) and

Ω̃BSE
m = (XBSE

m )
†
⋅ ΔΞ(ΩBSE

m ) ⋅ X
BSE
m (41)

are first-order corrections obtained within the dynamical TDA
(i.e., as commonly done, only the resonant block is corrected for
dynamical effects) with the renormalization factor,

ζm = [1 − (XBSE
m )

†
⋅
∂ΔΞ(ω)

∂ω
∣
ω=ΩBSE

m

⋅ XBSE
m ]

−1

. (42)

The generic expression for ΔΞ(ω) is

ΔΞia, jb(ω) = Ξ̃ia, jb(ω) − Ξia, jb. (43)

where Ξ̃ia, jb(ω) is an element of the so-called effective dynamical
kernel. Unlike in the quasiparticle case (see Sec. II A), this renormal-
ization factor ζm is not restricted between 0 and 1. However, it has
been found to be close to unity in most cases, which indicates the
satisfactory convergence properties of the perturbative series.167,189

Third, within the TDA, it is also possible to transform the
non-linear eigenvalue problem (37) into a larger linear problem via
an upfolding process where the 2h2p sector is upfolded from the
1h1p sector. The structure (and the dimension) of this matrix H̃
depends on the nature and origin of the kernel. In the following, we
present four different kernels and, for each of them, we provide the
corresponding working equations.

B. Second-order GF2 kernel
We first discuss the BSE correlation kernel based on the GF2

self-energy considered in Eq. (15):

ΞGF2
(35, 46) = i

δΣGF2
(34)

δG(65)
. (44)
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To avoid lengthy derivations and expressions, we refer to the inter-
ested reader to the work of Zhang et al. (and particularly to the
supplementary material) for the full derivation of the GF2 kernel.143

Additional details and complements can be found in the work of
Rebolini and Toulouse.144,239

At the BSE@GF2 level, we have

AGF2
ia, jb(ω) = AGF2

ia, jb + Ξ
GF2
ia, jb(ω), (45a)

BGF2
ia, jb(ω) = BGF2

ia, jb + Ξ
GF2
ia,b j(ω), (45b)

with

AGF2
ia, jb = (ϵ

GF2
a − ϵGF2

i )δi jδab + ⟨ib∣∣a j⟩, (46a)

BGF2
ia, jb = ⟨i j∣∣ab⟩, (46b)

and the elements of the second-order (with respect to the Coulomb
interaction) static kernel for the (anti)resonant and coupling blocks
are given by the following expression:

ΞGF2
ia, jb =∑

kc

⟨ jc∣∣ik⟩⟨ka∣∣cb⟩
ϵGF2

c − ϵGF2
k

+∑
kc

⟨ jk∣∣ic⟩⟨ca∣∣kb⟩
ϵGF2

c − ϵGF2
k

+
1
2∑kl

⟨a j∣∣kl⟩⟨lk∣∣bi⟩
ϵGF2

k + ϵGF2
l

+
1
2∑cd

⟨a j∣∣cd⟩⟨dc∣∣bi⟩
ϵGF2

c + ϵGF2
d

. (47)

Going beyond the static approximation, the elements of the
dynamical kernel for the resonant block are

Ξ̃GF2
ia, jb(ω) = −∑

kc

⟨ jc∣∣ik⟩⟨ka∣∣cb⟩
ω − (ϵGF2

b + ϵGF2
c − ϵGF2

i − ϵGF2
k )

−∑
kc

⟨ jk∣∣ic⟩⟨ca∣∣kb⟩
ω − (ϵGF2

a + ϵGF2
c − ϵGF2

j − ϵGF2
k )

+
1
2∑kl

⟨a j∣∣kl⟩⟨lk∣∣bi⟩
ω − (ϵGF2

a + ϵGF2
b − ϵGF2

k − ϵGF2
l )

+
1
2∑cd

⟨a j∣∣cd⟩⟨dc∣∣bi⟩
ω − (ϵGF2

c + ϵGF2
d − ϵGF2

i − ϵGF2
j )

. (48)

The first two terms in Eqs. (47) and (48) are ph and hp terms,
while the third and fourth ones correspond to hh and pp terms,
respectively.

Within the TDA, the upfolding process leads to the following
linear eigenvalue problem:

H̃ GF2
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

AGF2 I +K J K

(J + L)† CGF2 0 0

K† 0 CGF2 0

J† 0 0 CGF2

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (49)

where the block CGF2 is diagonal with elements,

CGF2
ijab,ijab = ϵ

GF2
a + ϵGF2

b − ϵGF2
i − ϵGF2

j , (50)

while the various coupling terms read

Iia,klcd = +
δac
√

2
⟨di∣∣kl⟩, (51a)

Jia,klcd = −
δad
√

2
⟨ci∣∣kl⟩, (51b)

Kia,klcd = +
δil
√

2
⟨dc∣∣ak⟩, (51c)

Lia,klcd = −
δik
√

2
⟨dc∣∣al⟩. (51d)

Note that, in this case, the upfolded matrix is non-Hermitian
and contains three blocks of double excitations (i.e., 2h2p con-
figurations). Therefore, spurious (i.e., non-physical) solutions are
expected to appear due to the redundancy of the basis set.165,166,168

By downfolding the three subspaces of double excitations onto the
space of single excitations, i.e.,

Ξ̃GF2
(ω) = (I +K) ⋅ (ω1 − CGF2

)
−1
⋅ (J + L)†

+ J ⋅ (ω1 − CGF2
)
−1
⋅K†
+K ⋅ (ω1 − CGF2

)
−1
⋅ J†, (52)

one recovers exactly the dynamical kernel defined in Eq. (48).
Following Bintrim and Berkelbach,196 we attempt to sym-

metrize H̃ GF2 and remove the redundant sets of 2h2p configurations
by simply defining

H̄ GF2
=
⎛
⎜
⎝

AHF V

V† CHF

⎞
⎟
⎠

, (53)

with V = (I + J +K + L)/
√

2, and

AHF
ia, jb = (ϵ

HF
a − ϵ

HF
i )δi jδab + ⟨ib∣∣a j⟩, (54a)

CHF
ijab,ijab = ϵ

HF
a + ϵ

HF
b − ϵ

HF
i − ϵ

HF
j . (54b)

In this case, we obtain the dynamical kernel,

Ξ̄(ω) = V ⋅ (ω1 − CHF
)
−1
⋅V†, (55)
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with

Ξ̄GF2
ia, jb(ω) =

δab

2 ∑klc

⟨kl∣∣ic⟩⟨kl∣∣ jc⟩
ω − (ϵHF

a + ϵHF
c − ϵHF

k − ϵ
HF
l )

+
δi j

2 ∑kcd

⟨ak∣∣cd⟩⟨bk∣∣cd⟩
ω − (ϵHF

c + ϵHF
d − ϵ

HF
k − ϵ

HF
i )

−∑
kc

⟨ jc∣∣ik⟩⟨ka∣∣cb⟩
ω − (ϵHF

b + ϵ
HF
c − ϵHF

k − ϵ
HF
i )

−∑
kc

⟨ jk∣∣ic⟩⟨ca∣∣kb⟩
ω − (ϵHF

a + ϵHF
c − ϵHF

k − ϵ
HF
j )

+
1
2∑kl

⟨a j∣∣kl⟩⟨lk∣∣bi⟩
ω − (ϵHF

a + ϵHF
b − ϵ

HF
k − ϵ

HF
l )

+
1
2∑cd

⟨a j∣∣cd⟩⟨dc∣∣bi⟩
ω − (ϵHF

c + ϵHF
d − ϵ

HF
i − ϵHF

j )
, (56)

where one can see that we recover the four terms of the original
dynamical kernel (48) with two additional self-energy terms that
correspond to partial renormalization of the particle and hole sec-
tors of the self-energy (forward time-ordered diagrams). Therefore,
in order to avoid double counting, one must use HF orbital ener-
gies instead of GF2 quasiparticle energies in Eq. (53). However, the
particle (hole) propagator is only renormalized by the 2p1h (2h1p)
configurations and not the 2h1p (2p1h) configurations.

The expression (56) has a strong connection with the
ADC(2) method for the polarization propagator (i.e., for neutral
excitations).204,207,240–242 Indeed, the blocks CHF and V in ADC(2)
have identical expressions. However, in ADC(2), the 1h1p block
has three additional second-order static terms. By replacing AHF by
AHF
+ Ā GF2 in Eq. (53) with

ĀGF2
ia, jb =

δi j

4 ∑klc
[

⟨ac∣∣kl⟩⟨kl∣∣bc⟩
ϵHF

a − ϵHF
k + ϵ

HF
c − ϵHF

l
+

⟨ac∣∣kl⟩⟨kl∣∣bc⟩
ϵHF

b − ϵ
HF
k + ϵ

HF
c − ϵHF

l
]

+
δab

4 ∑kcd
[
⟨cd∣∣ik⟩⟨ jk∣∣cd⟩

ϵHF
c − ϵHF

i + ϵHF
d − ϵ

HF
k
+

⟨cd∣∣ik⟩⟨ jk∣∣cd⟩
ϵHF

c − ϵHF
j + ϵHF

d − ϵ
HF
k
]

−
1
2∑kc

[
⟨ac∣∣ik⟩⟨ jk∣∣bc⟩

ϵHF
a − ϵHF

i + ϵHF
c − ϵHF

k
+

⟨ac∣∣ik⟩⟨ jk∣∣bc⟩
ϵHF

b − ϵ
HF
j + ϵHF

c − ϵHF
k
],

(57)

one ends up with exactly the ADC(2) secular equations. Although
static, the first two terms are particularly crucial as they complete
the renormalization of the HF orbital energies via the introduction
of the missing backward time-ordered diagrams.

C. First-order GW kernel
Within the GW approximation using the self-energy defined in

Eq. (22), the BSE kernel reads19,243–245

i
δΣGW

(34)
δG(65)

= −
δ(G(34)Wc(34))

δG(65)

= −Wc(34)
δG(34)
δG(65)

−G(34)
δWc(34)
δG(65)

= ΞGW
(35, 46) +ΘGW

(35, 46), (58)

and it is common practice to neglect ΘGW 23,24,138,174,246 (we shall
come back to this point later on). Thus, one gets the following static
kernel elements:138

ΞGW
pq,rs = 2∑

m

Mph
pr,mMph

qs,m

Ωph
m

. (59)

As for the GF2 case, it is possible to go beyond the static approx-
imation by taking into account the dynamical structure of W, that
is,189

Ξ̃GW
ia, jb(ω) = −∑

m

Mph
i j,mMph

ab,m

ω − (ϵGW
b − ϵGW

i +Ωph
m )

−∑
m

Mph
i j,mMph

ab,m

ω − (ϵGW
a − ϵGW

j +Ωph
m )

. (60)

By removing the screening effects from GW, i.e., by performing
the following substitutions, Ωph

m → ϵHF
a − ϵHF

i and Mph
pq,m → ⟨pi∣qa⟩,

one recovers the two ph terms of Eq. (48), without, of course, the
exchange part.

As shown in Ref. 196, at the BSE@GW level, the upfolding
process yields

H̃ GW
=

⎛
⎜
⎜
⎜
⎜
⎝

AGW Jph Kph

(Kph
)
†

CGW 0

(Jph
)
†

0 CGW

⎞
⎟
⎟
⎟
⎟
⎠

, (61)

with the usual static expression for the 1h1p part,

AGW
ia, jb = (ϵ

GW
a − ϵGW

i )δi jδab + ⟨ib∣∣a j⟩, (62)

a diagonal 2h2p block with elements,

CGW
iam,iam = Ω

ph
m + ϵ

GW
a − ϵGW

i , (63)

and coupling blocks that read

Jph
ia,kcm = −δacMph

ik,m, (64a)

Kph
ia,kcm = +δikMph

ac,m. (64b)

Again, H̃ GW is a non-Hermitian matrix with two sets of double
excitations. By downfolding, we get

Ξ̃GW
(ω) = Jph

⋅ (ω1 − CGW
)
−1
⋅ (Kph

)
†

+Kph
⋅ (ω1 − CGW

)
−1
⋅ (Jph

)
†
, (65)

which gives us back the dynamical kernel (60). As proposed by
Bintrim and Berkelbach,196 one can also symmetrize H̃ GW and
remove the additional 2h2p block by defining

H̄ GW
=
⎛
⎜
⎝

AHF
+ Ā GW Jph

+Kph

(Jph
+Kph

)
†

C̄ GW

⎞
⎟
⎠

, (66)
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with

C̄GW
iam,iam = Ω

ph
m + ϵ

HF
a − ϵ

HF
i , (67)

but, again, the resulting dynamical kernel,

Ξ̄GW
(ω) = (Jph

+Kph
) ⋅ (ω1 − C̄ GW

)
−1
⋅ (Jph

+Kph
)
†
, (68)

contains additional self-energy terms,

Ξ̄GW
ia, jb(ω) = δab∑

km

Mph
ik,mMph

jk,m

ω − (ϵHF
a − ϵHF

k +Ω
ph
m )

+ δi j∑
cm

Mph
ac,mMph

bc,m

ω − (ϵHF
c − ϵHF

i +Ω
ph
m )

−∑
m

Mph
i j,mMph

ab,m

ω − (ϵHF
b − ϵ

HF
i +Ω

ph
m )

−∑
m

Mph
i j,mMph

ab,m

ω − (ϵHF
a − ϵHF

j +Ω
ph
m )

. (69)

It has been found to severely affect the excitation energies due to
the lack of backward time-ordered diagrams in the self-energy.196

Hence, inspired by the ADC(2) expression, one could consider
adding the missing self-energy terms (which correspond to the
inclusion of the backward time-ordered diagrams) by defining the
elements of Ā GW in Eq. (66) as

ĀGW
ia, jb =

δi j

2 ∑km

⎡
⎢
⎢
⎢
⎢
⎣

Mph
ak,mMph

bk,m

ϵHF
a − ϵHF

k +Ω
ph
m
+

Mph
ak,mMph

bk,m

ϵHF
b − ϵ

HF
k +Ω

ph
m

⎤
⎥
⎥
⎥
⎥
⎦

−
δab

2 ∑cm

⎡
⎢
⎢
⎢
⎢
⎣

Mph
ic,mMph

jc,m

ϵHF
i − ϵHF

c −Ω
ph
m
+

Mph
ic,mMph

jc,m

ϵHF
j − ϵHF

c −Ω
ph
m

⎤
⎥
⎥
⎥
⎥
⎦

. (70)

One can then solely rely on HF orbital energies in the previous
expressions, instead of the GW quasiparticles.196 The study of the
performance of this new scheme is left for future work.

D. Second-order GW kernel
As mentioned above, it is customary to neglect the functional

derivative δWc/δG in the expression of the GW kernel [see Eq. (58)].
However, a second-order GW kernel, ΘGW , that takes into account
this additional term has been recently derived by Yamada et al.247

and tested on the Thiel benchmark set248–251 within the plasmon-
pole approximation. In the following, we refer to this scheme as
BSE2@GW.

The second-order GW kernel is naturally divided into two
terms as follows:

ΘGW
(35, 46) = iG(35)G(64)W(34)W(56)

+ iG(35)G(64)W(36)W(54). (71)

Contrary to ΞGW , which corresponds to the screening of the
exchange term, the two additional second-order terms included in

ΘGW screen the direct term. As a consequence, BSE2@GW only
alters the excitation energies of the singlet excited states, while triplet
states remain unaffected by this second-order correction.

In the spinorbital basis, we obtain the following static kernel
elements:

ΘGW
pq,rs =∑

kc

Wrk,pcWqc,sk

ϵGW
c − ϵGW

k
+∑

kc

Wrc,pkWqk,sc

ϵGW
c − ϵGW

k

+∑
kl

Wqr,klWkl,ps

ϵGW
k + ϵGW

l
−∑

cd

Wqr,cdWcd,ps

ϵGW
c + ϵGW

d
, (72)

where

Wpq,rs = −⟨pq∣rs⟩ + ΞGW
pq,rs (73)

are the elements of the dynamically screened Coulomb potential in
its static limit, while the elements of the dynamical kernel for the
resonant block are247

Θ̃GW
ia, jb(ω) = −∑

kc

Wac,bkW jk,ic

ω − (ϵGW
a + ϵGW

c − ϵGW
k − ϵGW

j )

−∑
kc

Wak,bcWki,c j

ω − (ϵGW
c + ϵGW

b − ϵGW
i − ϵGW

k )

+∑
cd

Wa j,cdWcd,ib

ω − (ϵGW
c + ϵGW

d − ϵGW
j − ϵGW

i )

+∑
kl

Wa j,klWkl,ib

ω − (ϵGW
a + ϵGW

b − ϵGW
k − ϵGW

l )
, (74)

where one readily sees that hp, ph, pp, and hh contributions
are included at the BSE2@GW level. As for the GF2 kernel (see
Sec. III B), one can easily derive an upfolded version of this
second-order kernel.

E. First-order T -matrix kernel
Another possible BSE kernel can be constructed using the T-

matrix self-energy [see Eq. (29)]. A detailed study of this kernel
is performed in Ref. 95. Following a similar derivation as the GW
kernel, one gets at the BSE@GT level,

ΞGT
(35, 46) = i

δΣGT
(34)

δG(65)
= −

δ(G(87)Tc(37, 48))
δG(65)

= −Tc(37, 48)
δG(87)
δG(65)

−G(87)
δTc(37, 48)
δG(65)

= −Tc(35, 46), (75)

where again we neglect the functional derivative δTc/δG. (To be best
of our knowledge, a second-order expression of the T-matrix kernel
has not yet been derived.)

The elements of the static T-matrix kernel are given by93

ΞGT
pq,rs = −∑

n

Mpp
pq,nMpp

rs,n

Ωpp
n

+∑
n

Mhh
pq,nMhh

rs,n

Ωhh
n

, (76)

where the expressions for the screened integrals have already been
established in Sec. II D.
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Going beyond the static approximation, one gets the dynamical
T-matrix kernel,95

Ξ̃GT
ia, jb(ω) =∑

n

Mpp
a j,nMpp

bi,n

ω − (Ωpp
n − ϵGT

i − ϵGT
j )

+∑
n

Mhh
a j,nMhh

bi,n

ω − (ϵGT
a + ϵGT

b −Ω
hh
n )

. (77)

It is interesting to note that, by removing the resummation effect
of the T-matrix, i.e., by performing the following substitutions,
Ωpp

n → ϵHF
a + ϵHF

b , Ωhh
n → ϵHF

i + ϵHF
j , Mpp

pq,m → ⟨pq∣∣cd⟩, and Mhh
pq,m

→ ⟨pq∣∣i j⟩, one recovers both the direct and exchange parts of the
pp and hh terms from Eq. (48).

The upfolding process gives us

H̃ GT
=

⎛
⎜
⎜
⎜
⎜
⎝

AGT Kpp Ihh

(Lpp
)
† Cpp 0

(Jhh
)
†

0 Chh

⎞
⎟
⎟
⎟
⎟
⎠

(78)

with

AGT
ia, jb = (ϵ

GT
a − ϵ

GT
i )δi jδab + ⟨ib∣∣a j⟩ (79)

and the following expressions for the diagonal blocks Cpp and Chh,

Cpp
ijn,ijn = Ω

pp
n − ϵ

GT
i − ϵ

GT
j , (80a)

Chh
abn,abn = ϵ

GT
a + ϵ

GT
b −Ω

hh
n , (80b)

while the coupling blocks read

Ihh
ia,cdn = δacMhh

di,n Jhh
ia,cdn = δadMhh

ci,n, (81a)

Kpp
ia,kln = δilM

pp
ak,n Lpp

ia,kln = δikMpp
al,n. (81b)

By downfolding Eq. (78), we obtain

Ξ̃GT
(ω) = Kpp

⋅ (ω1 − Cpp
)
−1
⋅ (Lpp

)
†
+ Ihh

⋅ (ω1 − Chh
)
−1
⋅ (Jhh

)
†
,

(82)

which gives back the dynamical kernel (77). Symmetrizing Eq. (78)
has been revealed to be challenging, and we have not found any
satisfying form.

IV. COMPUTATIONAL DETAILS
All systems investigated in this study possess a closed-shell sin-

glet ground state, and thus, we employ restricted formalism exclu-
sively. As mentioned earlier, we initiate all calculations from HF
orbitals and energies. We focus on two sets of atoms and molecules:
one set pertains to charged excitations, where we solely consider the
principal ionization potentials (IPs), while the other set concerns
neutral excitations, where we compute singlet and triplet vertical
excitation energies. In all calculations, the positive infinitesimal η is
set to zero.

The first set comprises 20 atoms and molecules from the
GW100 test set,197 denoted as GW20, previously explored in

Refs. 122 and 252. We adopt the geometries for the GW20 set from
Ref. 197. Calculations of IPs are performed using three different
schemes: GF2, GW, and GT. All occupied and virtual orbitals are
corrected. For each scheme, we compute the linearized solution of
the quasiparticle equation by solving Eq. (9) and the dynamical solu-
tion by employing Newton’s method starting from the linearized
solution. The results presented in the supplementary material indi-
cate that the linearization procedure has minimal impact on the GW
and GT quasiparticle energies, while it improves the accuracy of
GF2. Consequently, all quasiparticle energies are obtained via lin-
earization of the quasiparticle equation [see Eq. (9)]. It is important
to note that the GW and GT calculations are carried out without the
TDA for the calculation of W and T, respectively. As reference data,
we rely on CCSD(T) IPs computed on the same basis.

The second set comprises seven molecules as considered in
Ref. 167. The corresponding geometries are extracted from the same
work. Singlet and triplet transition energies are computed using
the aug-cc-pVTZ basis via BSE utilizing the quasiparticle ener-
gies and kernels from the three different approximations under
consideration (GF2, GW, and GT). For each scheme (BSE@GF2,
BSE@GW, BSE2@GW, and BSE@GT), we also incorporate their
respective dynamical corrections, named dBSE@GF2, dBSE@GW,
dBSE2@GW, and dBSE@GT. To facilitate comparison, we also per-
form TDHF and CIS calculations. Our results are benchmarked
against the theoretical best estimates (TBEs) from Ref. 167, from
which we also extract transition energies computed using various
second-order methods: CIS(D),253,254 ADC(2),207,255 CC2,256 and
EOM-CCSD.257,258

Here, we detail the strategy for the computation of neutral
excitations within the BSE formalism. First, we solve the linearized
quasiparticle equation [see Eq. (9)] to obtain the quasiparticle solu-
tions. Then, for the static calculations, we solve the eigenvalue
problem of Eq. (39) using the various static kernels. Finally, for
the dynamic corrections, we compute the corrected excitation ener-
gies using Eqs. (41) and (42) and the corresponding dynamical
kernels.

Various statistical quantities with respect to the reference val-
ues [CCSD(T) for IPs and TBEs for transition energies] are reported:
mean absolute error (MAE), mean signed error (MSE), root-mean-
square error (RMSE), and maximum error (Max). All static and
dynamic BSE calculations, as well as CIS and TDHF calculations,
are performed using the freely available software QUACK, which can
be found on GITHUB.259

V. RESULTS AND DISCUSSION
A. Ionization potentials

The IPs of the GW20 set using the different approximations
of the self-energy are reported in Table I, where we also report the
HF values. It clearly shows the superiority of the GW approxima-
tion for the calculation of IPs compared to the GF2 approximation.
Indeed, we can see that the different statistical errors associated with
GW (MAE and MSE of 0.28 and 0.23 eV, respectively) are much
smaller than the ones of GF2 (MAE and MSE of 0.56 and −0.55 eV,
respectively). For example, we have a maximum error of 1.60 eV for
GF2, whereas GW has a maximum error of 0.85 eV. We can note
that the GT approximation (MAE and MSE of 0.26 and −0.18 eV,
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TABLE I. Principal IPs (in eV) of the GW20 set computed with various approximations
using the cc-pVTZ basis.

Mol. HF GF2 GW GT ΔCCSD(T)

He 24.97 24.54 24.58 24.77 24.53
Ne 23.01 20.13 21.40 21.02 21.30
H2 16.17 16.31 16.49 16.26 16.40
Li2 4.95 5.19 5.35 5.04 5.23
LiH 8.20 7.99 8.16 8.14 7.99
HF 17.53 14.72 16.18 15.63 15.98
Ar 16.06 15.39 15.70 15.49 15.53
H2O 13.75 11.52 12.81 12.24 12.53
LiF 12.92 9.81 11.38 10.95 11.39
HCl 12.95 12.40 12.75 12.48 12.59
BeO 10.50 8.38 9.78 9.21 9.98
CO 15.35 14.17 15.03 14.44 14.21
N2 16.68 15.09 16.33 15.70 15.49
CH4 14.84 14.11 14.75 14.28 14.38
BH3 13.56 13.25 13.65 13.30 13.28
NH3 11.61 10.18 11.15 10.62 10.78
BF 11.00 11.02 11.29 10.92 11.09
BN 11.52 10.99 11.70 11.12 11.99
SH2 10.46 10.15 10.46 10.15 10.32
F2 18.09 14.26 16.31 15.38 15.68

MAE 0.78 0.56 0.28 0.26
MSE 0.67 −0.55 0.23 −0.18
RMSE 1.00 0.80 0.36 0.34
Max 2.41 1.60 0.85 0.87

respectively) presents a similar MAE and maximum error as GW,
while its MSE has also a similar magnitude but opposite sign. An
analogous conclusion was reached by Zhang and co-workers93 for
larger systems. Note also that similar trends in ionization potentials
were found by Bruneval et al.21

B. Vertical transition energies
The results of our calculations for vertical transition ener-

gies using the aug-cc-pVTZ basis set are summarized in Tables II
and III for the singlet and triplet excited states, respectively. They
also report separate statistical errors for different classes of singlet
and triplet excitations: valence (Val.) and Rydberg (Ryd.) excited
states.

As expected, both CIS and TDHF exhibit large statistical
errors compared to the TBEs. It is well known that TDHF pro-
vides a poor description of triplet excitations, often leading to
triplet instabilities.226,260 One notices that TDHF is particularly
bad at valence excitations. On the other hand, CIS provides a
more balanced description of singlets and triplets, thanks to error
cancellation.

In the supplementary material, we report additional TDHF
calculations using the GF2, GW, and GT quasiparticles (with-
out their corresponding kernel) instead of HF orbital energies.
These calculations, referred to as TDHF@GF2, TDHF@GW, and
TDHF@GT, allow us to observe the effects of different kernels and

quasiparticles on the excitation energies. We find that the sole
introduction of quasiparticle energies does not improve the descrip-
tion of singlet excitations. It should be noted that these cal-
culations for triplet excitations resulted in instabilities are not
shown.

The inclusion of the corresponding BSE kernel significantly
improves the description of both singlet and triplet excitations. This
highlights the key role of the excitonic effect (i.e., the attractive inter-
action of the excited electron and the hole left behind), which is
captured by the BSE kernel and is crucial for an accurate descrip-
tion of neutral excitations. Importantly, BSE@GF2 (MAE and MSE
of 0.52 and 0.15 eV, respectively) provides better excitation ener-
gies for singlet states compared to BSE@GW (MAE and MSE of
0.64 eV), as indicated by their respective statistical descriptors. This
observation suggests that the versatility of the GF2 kernel, which
contains ph, hp, pp, and hh terms, is a key factor behind its supe-
rior performance in describing singlet excitations (see Sec. III B).
However, these trends might be different for larger chemical systems
where screening effects become predominant. Furthermore, while
BSE@GF2 exhibits a similar accuracy to the second-order method
CIS(D) for singlet excitations, BSE@GW outperforms BSE@GF2 for
triplet excitations. Another notable observation is that the static
GF2 kernel provides a better description of Rydberg excitations
compared to valence states. Conversely, the static GW kernel per-
forms better for valence than Rydberg excitations. These hold for
both singlet and triplet transitions. A last point worth highlight-
ing is the contrasted performance of BSE@GT for the two classes
of excitations: while the accuracy of BSE@GT is poor for the
valence states (MAEs of 1.34 and 1.50 eV for singlets and triplets,
respectively), it can be considered accurate for Rydberg transitions
(MAEs of 0.23 and 0.31 eV for singlets and triplets, respectively),
where the excited-state density is much lower than the ground-state
one, a situation where ladder diagrams are known to be relevant
(see Sec. II D).

By taking into account the dynamical corrections, we observe
an overall improvement in the description of both singlet and triplet
excitations, except at the BSE@GT level. From a general point of
view, as previously mentioned and analyzed in Ref. 167, Rydberg
excitations are less affected by dynamical effects than valence exci-
tations across all BSE kernels. For singlet excitations, dBSE@GF2
outperforms CIS(D), especially for singlet valence excitations where
its performance surpasses that of all second-order methods, except
for EOM-CCSD, which is known to be highly accurate for small
molecular systems.261,262 Although dBSE@GW shows an improve-
ment compared to its static version, it does not reach the accuracy
of dBSE@GF2 or second-order methods. However, for triplet exci-
tations, dBSE@GW is on par with CIS(D), ADC(2), CC2, and
EOM-CCSD, while dBSE@GF2 falls short of the accuracy of CIS(D).
In particular, for triplet valence excitations, dBSE@GW outper-
forms all second-order methods, except EOM-CCSD. For these
small molecular systems, both at the static and dynamic levels, the
second-order scheme BSE2@GW does not bring any improvement
upon its first-order version.

C. Singlet-triplet gap of cycl[3,3,3]zine
Molecules with an inverted singlet-triplet gap (i.e., where the

lowest singlet excited state is lower in energy than the lowest triplet
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TABLE II. Singlet excitation energies (in eV) of various molecules computed using the aug-cc-pVTZ basis set at different levels of theory. The dynamically corrected BSE
transition energies (dBSE) are reported in parentheses. CT stands for charge transfer. The statistical descriptors associated with the errors with respect to the reference values
are also reported for the entire dataset and separately for valence (Val.) and Rydberg (Ryd.) excited states.

Mol. Nature CIS TDHF BSE@GF2 BSE@GW BSE2@GW BSE@GT CIS(D) ADC(2) CC2 CCSD TBE

HCl CT 8.32 8.27 8.17 (7.99) 8.30 (8.19) 8.48 (8.36) 7.56 (7.52) 6.07 7.97 7.96 7.91 7.84
H2O Ryd. 8.69 8.64 7.13 (7.01) 8.09 (8.01) 8.24 (8.14) 7.12 (7.08) 7.62 7.18 7.23 7.60 7.17

Ryd. 10.36 10.31 8.71 (8.66) 9.80 (9.72) 9.91 (9.84) 8.88 (8.84) 9.41 8.84 8.89 9.36 8.92
Ryd. 10.96 10.93 9.49 (9.36) 10.42 (10.35) 10.53 (10.45) 9.55 (9.51) 9.99 9.52 9.58 9.96 9.52

N2

Val. 9.95 9.70 9.83 (9.28) 10.42 (9.99) 11.28 (10.74) 7.89 (7.78) 9.66 9.48 9.44 9.41 9.34
Val. 8.43 7.86 10.72 (9.69) 10.11 (9.66) 11.35 (10.70) 8.18 (8.02) 10.31 10.26 10.32 10.00 9.88
Val. 8.98 8.68 11.28 (10.34) 10.75 (10.33) 11.45 (10.86) 8.47 (8.36) 10.85 10.79 10.86 10.44 10.29
Ryd. 14.48 14.46 12.30 (12.29) 13.60 (13.57) 13.61 (13.57) 12.71 (12.68) 13.67 12.99 12.83 13.15 12.98
Ryd. 14.95 14.87 14.19 (14.07) 13.98 (13.94) 14.08 (14.03) 13.69 (13.66) 13.64 13.32 13.15 13.43 13.03
Ryd. 14.42 13.98 12.84 (12.84) 13.98 (13.91) 14.13 (14.08) 13.16 (13.11) 13.75 13.07 12.89 13.26 13.09
Ryd. 13.56 13.54 12.99 (12.96) 14.24 (14.21) 14.30 (14.27) 13.54 (13.47) 14.52 14.00 13.96 13.67 13.46

CO
Val. 9.00 8.72 9.40 (8.84) 9.54 (9.20) 10.15 (9.74) 7.63 (7.53) 8.78 8.69 8.64 8.59 8.49
Val. 9.61 9.25 10.11 (9.43) 10.25 (9.91) 11.27 (10.79) 8.62 (8.52) 10.13 10.03 10.30 9.99 9.92
Val. 10.02 9.82 10.39 (9.83) 10.72 (10.40) 11.23 (10.77) 8.80 (8.72) 10.41 10.30 10.60 10.12 10.06
Ryd. 12.12 12.08 11.04 (11.00) 11.88 (11.85) 11.86 (11.83) 11.16 (11.13) 11.48 11.32 11.11 11.22 10.95
Ryd. 12.72 12.71 11.72 (11.65) 12.39 (12.37) 12.45 (12.42) 11.81 (11.80) 11.71 11.83 11.63 11.75 11.52
Ryd. 12.82 12.81 11.69 (11.62) 12.37 (12.32) 12.46 (12.41) 11.68 (11.67) 12.06 12.03 11.83 11.96 11.72

C2H2
Val. 6.27 5.90 7.95 (7.33) 7.37 (7.05) 8.09 (7.67) 5.72 (5.63) 7.28 7.24 7.26 7.15 7.10
Val. 6.61 6.42 8.15 (7.59) 7.74 (7.46) 8.17 (7.81) 5.94 (5.87) 7.62 7.56 7.59 7.48 7.44

C2H4

Ryd. 7.15 7.13 7.41 (7.31) 7.64 (7.62) 7.69 (7.66) 7.01 (6.98) 7.35 7.34 7.29 7.42 7.39
Val. 7.72 7.37 8.36 (8.11) 8.19 (8.04) 8.34 (8.31) 7.02 (6.97) 7.95 7.91 7.92 8.02 7.93
Ryd. 7.74 7.73 8.04 (7.97) 8.29 (8.26) 8.35 (8.35) 7.64 (7.61) 8.01 7.99 7.95 8.08 8.08

CH2O

Val. 4.57 4.39 4.82 (4.26) 5.03 (4.68) 5.66 (5.17) 2.78 (2.68) 4.04 3.92 4.07 4.01 3.98
Ryd. 8.59 8.59 6.36 (6.40) 7.87 (7.85) 7.87 (7.88) 7.11 (7.09) 6.64 6.50 6.56 7.23 7.23
Ryd. 9.41 9.40 7.50 (7.45) 8.76 (8.72) 8.83 (8.79) 7.87 (7.85) 7.56 7.53 7.57 8.12 8.13
Ryd. 9.53 9.58 7.39 (7.41) 8.85 (8.84) 8.85 (8.86) 8.12 (8.11) 8.16 7.47 7.52 8.21 8.23
Ryd. 10.02 10.02 7.40 (7.37) 8.87 (8.85) 8.92 (8.89) 8.00 (7.99) 8.04 7.99 8.04 8.65 8.67
Val. 9.82 9.57 10.00 (9.34) 10.19 (9.77) 11.00 (10.48) 7.54 (7.44) 9.38 9.17 9.32 9.28 9.22
Val. 9.72 9.21 9.95 (9.82) 10.06 (9.82) 10.39 (10.14) 8.38 (8.31) 9.08 9.46 9.54 9.67 9.43

MAE 0.92 0.94 0.52 (0.35) 0.64 (0.50) 0.96 (0.76) 0.69 (0.74) 0.43 0.24 0.25 0.15
MSE 0.54 0.38 0.15 (−0.13) 0.64 (0.48) 0.96 (0.76) −0.60 (−0.66) 0.14 0.02 0.03 0.14
RMSE 1.06 1.09 0.63 (0.47) 0.71 (0.58) 1.06 (0.82) 0.92 (0.98) 0.55 0.33 0.33 0.20
Max 1.92 2.02 1.27 (1.30) 1.08 (0.91) 1.94 (1.40) 1.82 (1.93) 1.77 0.76 0.71 0.44

MAE Val. 0.63 0.74 0.66 (0.23) 0.61 (0.32) 1.27 (0.84) 1.34 (1.44) 0.26 0.17 0.23 0.09
MSE Val. −0.20 −0.52 0.66 (0.06) 0.61 (0.27) 1.27 (0.84) −1.34 (−1.44) 0.20 0.14 0.23 0.09
RMSE Val. 0.75 0.94 0.70 (0.26) 0.69 (0.41) 1.35 (0.91) 1.37 (1.47) 0.30 0.22 0.30 0.11
Max Val. 1.45 2.02 0.99 (0.49) 1.08 (0.71) 1.94 (1.40) 1.82 (1.93) 0.56 0.50 0.57 0.24

MAE Ryd. 1.16 1.12 0.43 (0.45) 0.68 (0.64) 0.75 (0.71) 0.23 (0.23) 0.47 0.30 0.27 0.19
MSE Ryd. 1.09 1.04 −0.24 (−0.30) 0.68 (0.64) 0.75 (0.71) −0.07 (−0.09) 0.22 −0.07 −0.13 0.19
RMSE Ryd. 1.26 1.22 0.59 (0.59) 0.73 (0.69) 0.80 (0.76) 0.31 (0.31) 0.54 0.41 0.36 0.25
Max Ryd. 1.92 1.84 1.27 (1.30) 0.95 (0.91) 1.07 (1.00) 0.67 (0.68) 1.06 0.76 0.71 0.44

state) are of particular interest in TADF263,264 because they can har-
ness both singlet and triplet excitons for emission, thereby enhanc-
ing the efficiency of OLEDs.265,266 Thanks to this inverted gap, the
system can undergo efficient reverse intersystem crossing, a process
in which the population from the triplet state can be thermally acti-

vated and transferred back to the singlet state, resulting in delayed
fluorescence.

Recently, such systems have been scrutinized at different com-
putational levels, including TD-DFT and second-order wave func-
tion methods, such as CIS(D), ADC(2), and EOM-CCSD.267–273 In
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TABLE III. Triplet excitation energies (in eV) of various molecules computed using the aug-cc-pVTZ basis set at different levels of theory. The dynamically corrected BSE
transition energies (dBSE) are reported in parentheses. The statistical descriptors associated with the errors with respect to the reference values are also reported for the entire
dataset and separately for valence (Val.) and Rydberg (Ryd.) excited states.

Mol. Nature CIS TDHF BSE@GF2 BSE@GW BSE@GT CIS(D) ADC(2) CC2 CCSD TBE

H2O
Ryd. 8.00 7.88 7.02 (6.80) 7.62 (7.48) 6.60 (6.54) 7.25 6.86 6.91 7.20 6.92
Ryd. 10.01 9.88 8.68 (8.60) 9.61 (9.50) 8.65 (8.58) 9.24 8.72 8.77 9.20 8.91
Ryd. 10.10 9.87 9.33 (9.09) 9.81 (9.67) 8.82 (8.75) 9.54 9.15 9.20 9.49 9.30

N2

Val. 6.16 3.36 8.88 (7.41) 8.03 (7.38) 6.17 (5.91) 8.20 8.15 8.19 7.66 7.70
Val. 7.95 7.57 9.04 (8.10) 8.66 (8.10) 6.30 (6.12) 8.33 8.20 8.19 8.09 8.01
Val. 7.23 5.72 9.94 (8.67) 9.04 (8.48) 7.11 (6.90) 9.30 9.25 9.30 8.91 8.87
Val. 8.43 7.86 10.91 (9.88) 10.11 (9.66) 7.99 (7.85) 10.29 10.23 10.29 9.83 9.66

CO

Val. 5.81 5.22 7.59 (6.45) 6.80 (6.25) 4.99 (4.76) 6.51 6.45 6.42 6.36 6.28
Val. 7.68 6.21 8.80 (7.71) 8.57 (8.07) 7.02 (6.81) 8.63 8.54 8.72 8.34 8.45
Val. 8.61 7.71 9.58 (8.68) 9.39 (8.96) 7.78 (7.62) 9.44 9.33 9.56 9.23 9.27
Val. 9.61 9.25 10.24 (9.56) 10.25 (9.91) 8.49 (8.39) 10.10 10.01 10.27 9.81 9.80
Ryd. 11.13 11.03 10.86 (10.71) 11.17 (11.07) 10.48 (10.41) 10.98 10.83 10.60 10.71 10.47

C2H2

Val. 4.51 2.16 7.09 (6.13) 5.83 (5.32) 4.18 (3.99) 5.79 5.75 5.76 5.45 5.53
Val. 5.41 4.44 7.60 (6.81) 6.64 (6.24) 4.97 (4.83) 6.62 6.57 6.60 6.41 6.40
Val. 6.27 5.90 8.05 (7.43) 7.37 (7.05) 5.66 (5.57) 7.31 7.27 7.29 7.12 7.08

C2H4

Val. 3.61 0.76 6.15 (5.20) 4.96 (4.50) 3.15 (2.07) 4.62 4.59 4.59 4.46 4.54
Ryd. 6.92 6.88 7.40 (7.25) 7.46 (7.42) 6.83 (6.07) 7.26 7.23 7.19 7.29 7.23
Ryd. 7.65 7.62 8.04 (7.96) 8.23 (8.19) 7.58 (7.17) 7.97 7.95 7.91 8.03 7.98

CH2O
Val. 3.75 3.40 4.52 (3.83) 4.28 (3.88) 2.17 (2.02) 3.58 3.46 3.59 3.56 3.58
Val. 4.88 1.95 5.96 (4.31) 6.32 (5.76) 4.26 (4.03) 6.27 6.20 6.30 5.97 6.06
Ryd. 8.25 8.17 6.32 (6.28) 7.60 (7.56) 6.79 (6.75) 6.66 6.39 6.44 7.08 7.06

MAE 0.82 1.65 0.72 (0.39) 0.41 (0.27) 1.10 (1.33) 0.27 0.21 0.24 0.10
MSE −0.34 −1.25 0.61 (-0.11) 0.41 (0.06) −1.10 (-1.33) 0.23 0.10 0.14 0.05
RMSE 0.92 2.10 0.88 (0.54) 0.46 (0.33) 1.25 (1.48) 0.31 0.27 0.30 0.13
Max 1.64 4.34 1.61 (1.75) 0.70 (0.60) 1.80 (2.47) 0.63 0.67 0.63 0.29

MAE Val. 0.83 2.12 0.95 (0.47) 0.36 (0.19) 1.50 (1.74) 0.27 0.21 0.27 0.06
MSE Val. −0.81 −2.12 0.94 (-0.08) 0.36 (-0.12) −1.50 (-1.74) 0.27 0.20 0.27 −0.00
RMSE Val. 0.96 2.52 1.06 (0.62) 0.40 (0.23) 1.51 (1.76) 0.31 0.26 0.32 0.08
Max Val. 1.64 4.34 1.61 (1.75) 0.70 (0.39) 1.80 (2.47) 0.63 0.57 0.63 0.17

MAE Ryd. 0.78 0.70 0.25 (0.24) 0.52 (0.43) 0.31 (0.51) 0.26 0.21 0.16 0.16
MSE Ryd. 0.60 0.49 −0.03 (-0.17) 0.52 (0.43) −0.30 (-0.51) 0.15 −0.11 −0.12 0.16
RMSE Ryd. 0.85 0.75 0.34 (0.34) 0.55 (0.46) 0.34 (0.62) 0.32 0.30 0.25 0.19
Max Ryd. 1.19 1.11 0.74 (0.78) 0.70 (0.60) 0.48 (1.16) 0.51 0.67 0.62 0.29

particular, de Silva has shown that this inversion requires a substan-
tial contribution from the double excitations.267 This explains why
adiabatic TD-DFT is not able to reproduce this particular feature,
and second- or higher-order methods are required where double
excitations are explicitly treated.

Following the computational protocol of Ref. 267, we compute
the lowest singlet and triplet excitation energies, ES and ET, as well
as the corresponding singlet-triplet gap, ΔEST, of cycl[3,3,3]zine (see
Fig. 1), a model molecular emitter for TADF, with the cc-pVDZ
basis at various levels of theory. The geometry of cycl[3,3,3]zine has
been optimized at the B3LYP/cc-pVDZ level and is reported in the
supplementary material for the sake of completeness. Additionally,
we have been able to compute the singlet-triplet gap with third-order
methods, such as ADC(3)207,274,275 and EOM-CC3.276,277

Our results are gathered in Table IV and shown in Fig. 1. As
expected, the BSE@GW and BSE2@GW calculations do not produce
an inverted singlet-triplet gap due to the static nature of the kernel.
Because the dynamical correction of the singlet and triplet exci-
tation energies cancel each other pretty much exactly, dBSE@GW
yields the same state ordering. However, the second-order dynam-
ical GW kernel (which only corrects singlet states as explained in
Sec. III D) faithfully predicts this inversion although the corre-
sponding excitation energies are underestimated compared to other
approaches, except ADC(3), which is known to exhibit this trend.278

Interestingly, ADC(2), EOM-CC2, EOM-CC3, and BSE2@GW yield
essentially the same value, while EOM-CCSD and ADC(3) slightly
underestimate the gap. Because the percentage of single excitations
involved in these two valence transitions (%T1, see Table IV) is high
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FIG. 1. Evolution of the lowest singlet and triplet vertical excitation energies (in eV) of cycl[3,3,3]zine evaluated with different computational methods using the cc-pVDZ basis.

(although not negligible for the singlet state), the EOM-CC3 value is
likely to be accurate.262 Note that because of the poor quality of the
GF2 quasiparticle energies, we could not compute excitation ener-
gies at the (d) BSE@GF2 level as spurious poles appeared in the BSE
kernel.

VI. CONCLUDING REMARKS
In this study, our focus was on examining the relationships

between different Green’s function methods, specifically exploring
various approximations for the self-energy (GF2, GW, and GT)
and their corresponding BSE kernels at the static and dynamic

TABLE IV. Lowest singlet and triplet vertical excitation energies, ES and ET, and
resulting singlet-triplet gap ΔEST (in eV) of cycl[3,3,3]zine computed at various levels
of theory using the cc-pVDZ basis. The percentage of single excitations involved in
each transition, %T1, computed at the EOM-CC3 level is reported in parenthesis.

Method ES ET ΔEST

CIS 1.83 1.50 +0.33
TDHF 1.68 1.08 +0.60
BSE@GW 1.25 0.97 +0.28
dBSE@GW 1.16 0.84 +0.32
BSE2@GW 0.99 0.97 +0.02
dBSE2@GW 0.67 0.84 −0.17
CIS(D) 1.07 1.37 −0.30
ADC(2) 1.04 1.20 −0.16
ADC(3) 0.78 0.87 −0.09
EOM-CC2 1.09 1.25 −0.16
EOM-CCSD 1.09 1.19 −0.10
EOM-CC3 0.98 (87%) 1.15 (96%) −0.17

levels. Additionally, we extended the upfolding process, previously
confined to the GF2 and GW frameworks, to the T-matrix approx-
imation. The introduction of this upfolding framework allowed us
to uncover connections between GF2 and the ADC(2) scheme con-
cerning both charged and neutral excitations, and to propose new
directions for the development of accurate kernels at the GW level.

Subsequently, we applied these three distinct approximations to
calculate the principal IPs and vertical transition energies for both
singlet and triplet states of small molecules. Our findings can be
summarized as follows:

● Confirming previous knowledge, the GW approximation
surpasses the GF2 method in accurately calculating IPs,
emphasizing the significance of screening even in small
molecular systems.

● The T-matrix approximation exhibits comparable accuracy
to GW, although it falls slightly short.

● For the singlet excited states of small molecules, the GF2 ker-
nel generally outperforms its GW counterpart. Conversely,
for triplet excitations, BSE@GW provides more accurate
vertical excitation energies.

● Importantly, our investigations highlight the sensitivity of
BSE kernels to the nature of the excited states. For exam-
ple, BSE@GT is poor for valence states while it is accurate
for Rydberg transitions.

● Overall, except in the T-matrix approximation, dynamical
corrections are almost systematically beneficial.

It is important to note that these conclusions are drawn specifically
for small molecules, and it would be intriguing to explore if similar
trends persist in larger systems. Moreover, it is worth mentioning
that because we only rely on one-shot schemes, the quality of our
results strongly depends on the starting point (HF orbitals). It is
clear that more accurate results can be obtained using partially self-
consistent schemes or by tuning the starting point using an adequate
exchange-correlation function.
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To initiate our pursuit of this objective, we examined the capa-
bility of our various schemes to replicate the inversion of the singlet-
triplet gap in cycl[3,3,3]zine, a prototypical molecular emitter for
TADF. With the exception of one case, we observed that all static
and dynamic BSE-based schemes failed to reproduce this unique
characteristic. The only exception was the dynamically corrected
BSE2@GW scheme, which yielded a gap value consistent with that
obtained from EOM-CC3 calculations. This observation effectively
highlights the significance of higher-order terms and dynamic effects
within the BSE formalism, and we anticipate that these findings will
stimulate further advancements in this area of research.

SUPPLEMENTARY MATERIAL

See the supplementary material for linearized vs dynamical
quasiparticle energies of the GW20 set in the cc-pVDZ basis,
TDHF@GF2, TDHF@GW, and TDHF@GT singlet excitation ener-
gies in the aug-cc-pVTZ basis, and optimize ground-state geometry
of the cycl[3,3,3]zine molecule at the B3LYP/cc-pVDZ level.
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217G. Weng and V. Vlček, J. Chem. Phys. 155, 054104 (2021).
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