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ABSTRACT
Here, we build on the works of Scuseria et al. [J. Chem. Phys. 129, 231101 (2008)] and Berkelbach [J. Chem. Phys. 149, 041103 (2018)]
to show connections between the Bethe–Salpeter equation (BSE) formalism combined with the GW approximation from many-body
perturbation theory and coupled-cluster (CC) theory at the ground- and excited-state levels. In particular, we show how to recast the GW
and Bethe–Salpeter equations as non-linear CC-like equations. Similitudes between BSE@GW and the similarity-transformed equation-
of-motion CC method are also put forward. The present work allows us to easily transfer key developments and the general knowledge
gathered in CC theory to many-body perturbation theory. In particular, it may provide a path for the computation of ground- and
excited-state properties (such as nuclear gradients) within the GW and BSE frameworks.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0130837

I. RPA PHYSICS AND BEYOND
The random-phase approximation (RPA), introduced by Bohm

and Pines1–3 in the context of the uniform electron gas,4 is a
quasibosonic approximation where one treats fermion products as
bosons. In the particle–hole (ph) channel, which is quite popular
in the electronic structure community,5,6 particle–hole fermionic
excitations and deexcitations are assumed to be bosons. Because
ph-RPA takes into account dynamical screening by summing up
to infinity the (time-independent) ring diagrams, it is adequate
in the high-density (or weakly correlated) regime and effectively
captures long-range correlation effects (such as dispersion).7,8

Another important feature of ph-RPA compared to finite-order
perturbation theory is that it does not exhibit divergences for
small-gap or metallic systems.7

Roughly speaking, the Bethe–Salpeter equation (BSE)
formalism9–12 of many-body perturbation theory13 can be seen
as a cheap and efficient way of introducing correlation in order
to go beyond RPA physics. In the ph channel, BSE is commonly
performed on top of a GW calculation,14–19 from which one extracts
the quasiparticle energies as well as the dynamically screened
Coulomb potential W. Practically, GW produces accurate “charged”
excitations, providing a faithful description of the fundamental
gap via the computation of the RPA polarizability obtained by a
resummation of all time-dependent ring diagrams. The remaining

excitonic effect (i.e., the stabilization provided by the attraction
of the excited electron and its hole left behind) is caught via BSE,
hence producing overall accurate “neutral” excitations. BSE@GW
has been shown to be highly successful at computing low-lying
excited states of various natures (charge transfer, Rydberg, valence,
etc.) in molecular systems with a very attractive accuracy/cost
ratio.11,12,20–40

II. CONNECTION BETWEEN RPA AND CC
Interestingly, RPA has strong connections with coupled-cluster

(CC) theory,41–47 the workhorse of molecular quantum chemistry
when one is looking for a high accuracy.48–53

In a landmark paper, Scuseria et al.42 proved that ring CC with
doubles (rCCD) is equivalent to RPA with exchange (RPAx) for the
computation of the correlation energy, solidifying in the process
the numerical evidences provided by Freeman many years before.41

Assuming the existence of X−1 (which can be proven as long as the
RPAx problem is stable42), this proof can be quickly summarized
starting from the RPAx linear eigensystem,

⎛
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from which one gets, by introducing T = Y ⋅ X−1,
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⎜
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⋅ R, (2)

where R = X ⋅ Ω ⋅ X−1, or equivalently, the two following equations:

A + B ⋅ T = R, (3a)

− B − A ⋅ T = T ⋅ R. (3b)

Substituting Eq. (3a) into Eq. (3b) yields the following Riccati
equation:

B + A ⋅ T + T ⋅ A + T ⋅ B ⋅ T = 0, (4)

which matches the rCCD amplitude (or residual) equations,

rab
ij = ⟨ij∥ab⟩ + Δijabtab

ij +∑
kc
⟨ic∥ak⟩ tcb

kj

+∑
kc
⟨kb∥cj⟩ tac

ik +∑
klcd
⟨kl∥cd⟩ tac

ik tdb
lj = 0, (5)

knowing that

Aia,jb = (ϵa − ϵi)δijδab + ⟨ib∥aj⟩, (6a)

Bia,jb = ⟨ij∥ab⟩, (6b)

where Δijab = ϵa + ϵb − ϵi − ϵj. We assume real quantities throughout
this paper: ϵp is the one-electron energy associated with the
Hartree–Fock (HF) spin orbital ψp(x) and

⟨pq∣rs⟩ = ∬ ψp(x1)ψq(x2)
1

∣r1 − r2∣
ψr(x1)ψs(x2)dx1dx2 (7)

are two-electron repulsion integrals, while

⟨pq∥rs⟩ = ⟨pq∣rs⟩ − ⟨pq∣sr⟩ (8)

are their anti-symmetrized versions. The composite variable x
gathers spin and spatial (r) variables. The indices i, j, k, and l are
occupied (hole) orbitals; a, b, c, and d are unoccupied (particle)
orbitals; p, q, r, and s indicate arbitrary orbitals; and m labels
single excitations or deexcitations. In the following, O and V are
the number of occupied and virtual spin orbitals, respectively, and
N = O + V is the total number.

There are various ways of computing the RPAx correlation
energy,43,54,55 but the usual plasmon (or trace) formula56–58 yields59

E RPAx
c =

1
4

Tr(Ω − A) (9)

and matches the rCCD correlation energy,

E rCCD
c =

1
4∑ijab
⟨ij∥ab⟩ tab

ij =
1
4

Tr(B ⋅ T), (10)

because Tr(Ω − A) = Tr(R − A) = Tr(B ⋅ T), as evidenced by
Eq. (3a). Note that, in the case of RPAx, the same expression as
Eq. (9) can be derived from the adiabatic connection fluctuation
dissipation theorem60 (ACFDT) when the exchange is included in
the interaction kernel.55

This simple and elegant proof was subsequently extended to
excitation energies by Berkelbach,46 who showed that similitudes
between the equation-of-motion (EOM) rCCD (EOM-rCCD)61 and
RPAx exist when the EOM space is restricted to the 1h1p configura-
tions and only the two-body terms are dressed by rCCD correlation
(see also Ref. 47).

To be more specific, restricting ourselves to CCD, i.e., T̂ = T̂2,
the elements of the 1h1p block of the EOM Hamiltonian read61

⟨Ψa
i ∣H̄ N∣Ψb

j ⟩ = Fabδij − Fijδab +Wjabi, (11)

where H̄ N = e−T̂ ĤN eT̂
− E CC is the (shifted) similarity-transformed

normal-ordered Hamiltonian, Ψa
i are singly excited determinants,

the one-body terms are

Fab = ϵaδab −
1
2∑klc
⟨kl∥bc⟩ tac

kl , (12a)

Fij = ϵiδij +
1
2∑kcd
⟨ik∥cd⟩ tcd

jk , (12b)

and the two-body term is

Wibaj = ⟨ib∥aj⟩ +∑
kc
⟨ik∥ac⟩tcb

kj . (13)

Neglecting the effect of T̂2 on the one-body terms [see Eqs. (12a) and
(12b)] and relying on the rCCD amplitudes in the two-body term,
Eq. (13), yields

⟨Ψa
i ∣H̄ N∣Ψb

j ⟩ = (ϵa − ϵi)δijδab + ⟨ib∥aj⟩ +∑
kc
⟨ik∥ac⟩tcb

kj

= (A + B ⋅ T)ia,jb, (14)

which exactly matches Eq. (3a). Although the excitation energies
of this approximate EOM-rCCD scheme are equal to the RPAx
ones, it has been shown that the transition amplitudes (or residues)
are distinct and only agree at the lowest order in the Coulomb
interaction.46,62 Equation (14) can be more systematically derived
through the formulation of Λ equations based on a rCCD effective
Hamiltonian, as proposed by Rishi et al.47

As we shall see below, the connection between a ph eigensystem
with the structure of Eq. (1) and a set of CC-like amplitude equa-
tions does not hold only for RPAx, as it is actually quite general and
can be applied to most ph problems, such as time-dependent density
functional theory (TD-DFT)63,64 and BSE. This analysis has also
been extended to the pp and hh sectors independently by
Peng et al.45 and Scuseria et al.44 (See also Ref. 46 for the extension
to excitation energies for the pp and hh channels.)
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III. CONNECTION BETWEEN BSE AND CC
Within the usual static approximation of BSE, one must solve a

very similar linear eigenvalue problem

⎛

⎝

A BSE B BSE

−B BSE
−A BSE

⎞

⎠
⋅
⎛
⎜
⎝

X BSE

Y BSE

⎞
⎟
⎠
=
⎛
⎜
⎝

X BSE

Y BSE

⎞
⎟
⎠
⋅ΩBSE, (15)

where the matrix elements read

A BSE
ia,jb = δijδab(ϵ

GW
a − ϵGW

i ) + ⟨ib∥aj⟩ −W stat
ij,ba, (16a)

B BSE
ia,jb = ⟨ij∥ab⟩ −W stat

ib,ja. (16b)

The quasiparticle energies ϵGW
p are computed at the GW level (see

below), and

W c
pq,rs(ω) = ∑

m
(pq∣m)(rs∣m)[

1
ω −ΩdRPA

m + iη
−

1
ω +ΩdRPA

m − iη
]

(17)

are the elements of the correlation part of the dynamically screened
Coulomb potential, which is set to its static limit, i.e., W stat

pq,rs
=W c

pq,rs(ω = 0). In Eq. (17), η is a positive infinitesimal, the screened
two-electron integrals are

(pq∣m) = ∑
ia
⟨pi∣qa⟩(XdRPA

m + YdRPA
m )

ia
, (18)

and ΩdRPA
m is the mth (positive) eigenvalue. The term XdRPA

m + YdRPA
m

in Eq. (18) is constructed from the corresponding eigenvectors of the
direct (i.e., without exchange) RPA (dRPA) problem defined as

⎛
⎜
⎝

AdRPA B dRPA

−B dRPA
−AdRPA

⎞
⎟
⎠
⋅
⎛
⎜
⎝

X dRPA

Y dRPA

⎞
⎟
⎠
=
⎛
⎜
⎝

X dRPA

Y dRPA

⎞
⎟
⎠
⋅Ω dRPA, (19)

with

AdRPA
ia,jb = δijδab(ϵ

GW
a − ϵGW

i ) + ⟨ib∣aj⟩, (20a)

BdRPA
ia,jb = ⟨ij∣ab⟩. (20b)

As readily seen in Eqs. (6a), (6b), (16a), and (16b), the only
difference between the RPAx and BSE lies in the definition of the
matrix elements, where one includes, via the presence of the GW
quasiparticle energies in the one-body terms and the screening of the
electron–electron interaction [see Eq. (17)] in the two-body terms,
correlation effects at the BSE level. Therefore, following the deriva-
tion detailed in Sec. II, one can show that the BSE correlation energy
obtained using the trace formula

E BSE
c =

1
4

Tr(ΩBSE
− A BSE

) =
1
4∑ijab

W̃ ijab t̃ab
ij (21)

can be equivalently obtained via a set of rCCD-like amplitude
equations, where one substitutes in Eq. (5) the HF orbital energies

by the GW quasiparticle energies and all the anti-symmetrized
two-electron integrals ⟨pq∥rs⟩ by W̃pqrs = ⟨pq∥rs⟩ −W stat

ps,qr , i.e.,

r̃ab
ij = W̃ ijab + Δ

GW
ijab t̃ab

ij +∑
kc

W̃ icak t̃cb
kj

+∑
kc

W̃kbcj t̃
ac
ik +∑

klcd
W̃klcd t̃ac

ik t̃db
lj = 0, (22)

with ΔGW
ijab = ϵ

GW
a + ϵGW

b − ϵGW
i − ϵGW

j . Similarly to the diagonaliza-
tion of eigensystem (15), these approximate CCD amplitude equa-
tions can be solved with O(N6

) cost via the definition of appropriate
intermediates. As in the case of RPAx (see Sec. II), several variants
of the BSE correlation energy do exist,65 based on either the plasmon
formula66–68 or the ACFDT.37,38,68–70

Following Berkelbach’s analysis,46 one can extend the connec-
tion to excited states. Indeed, one can obtain an analog of the 1h1p
block of the approximate EOM-rCCD Hamiltonian [see Eq. (14)]
using the amplitudes resulting from Eq. (22) as well as by replacing
A and B by their BSE counterparts, i.e.,

⟨Ψa
i ∣H̃N∣Ψb

j ⟩ = (ϵ
GW
a − ϵGW

i )δijδab + W̃ ibaj +∑
kc

W̃ ikac t̃
cb
kj . (23)

This equation provides the same excitation energies as the con-
ventional linear-response equations (15), and the corresponding Λ
equations based on the BSE effective Hamiltonian H̃N can be derived
following Ref. 47.

However, there is a significant difference with RPAx as the BSE
involves GW quasiparticle energies, where some of the correlation
has already been dressed, while the RPAx equations only involve
(undressed) one-electron orbital energies, as shown in Eq. (14).
In other words, in the spirit of the Brueckner version of CCD,71

the GW pre-treatment renormalizes the bare one-electron energies
and, consequently, incorporates mosaic42,44 as well as additional
diagrams,72 a process named Brueckner-like dressing in Ref. 46.

This observation evidences clear similitudes between BSE@GW
and the similarity-transformed EOM-CC (STEOM-CC) method
introduced by Nooijen and Bartlett,73–75 where one performs a
second similarity transformation to partially decouple the 1h deter-
minants from the 2h1p ones in the ionization potential (IP) sector
and the 1p determinants from the 1h2p ones in the electron affinity
(EA) sector. At the CC with singles and doubles (CCSD) level,
for example, this is achieved by performing IP-EOM-CCSD76,77

(up to 2h1p) and EA-EOM-CCSD78,79 (up to 2p1h) calculations
prior to the EOM-CC treatment, which can then be reduced to the
1h1p sector, thanks to this partial decoupling. (An extended version
of STEOM-CC has been proposed, where the EOM treatment is
pushed up to 2h2p.80) Following the same philosophy, in BSE@GW,
one first performs a GW calculation (which corresponds to an
approximate and simultaneous treatment of the IP and EA sectors
up to 2h1p and 2p1h72,81) in order to renormalize the one-electron
energies (see Sec. IV for more details). Then, a static BSE calcula-
tion is performed in the 1h1p sector with a two-body term dressed
with correlation stemming from GW. The dynamical version
of BSE [where the BSE kernel is explicitly treated as frequency-
dependent in Eq. (15)] takes partially into account the 2h2p
configurations.10,82–90
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IV. CONNECTION BETWEEN GW AND CC
Because GW is able to capture key correlation effects as illus-

trated above, it is, therefore, interesting to investigate whether it is
also possible to recast the GW equations as a set of CC-like equations
that can be solved iteratively using the CC machinery. Connec-
tions between approximate IP/EA-EOM-CC schemes and the GW
approximation have already been studied in detail by Lange and
Berkelbach,72 but we believe that the present work proposes a dif-
ferent perspective on this particular subject as we derive genuine
CC equations that do not decouple the 2h1p and 2p1h sectors. Note
also that the procedure described below can be applied to other
approximate self-energies such as second-order Green’s function (or
second Born)91–96 or the T-matrix.97–100

Quite unfortunately, there are several ways of computing GW
quasiparticle energies.101 Within the perturbative GW scheme (com-
monly known as G0W0), the quasiparticle energies are obtained
via a one-shot procedure (with or without linearization).82,102–109

Partial self-consistency can be attained via the “eigenvalue” self-
consistent GW (evGW)34,103,109–112 or quasiparticle self-consistent
GW (qsGW)113–117 schemes.

In the most general setting, the quasiparticle energies and their
corresponding orbitals are obtained by diagonalizing the so-called
non-linear and frequency-dependent quasiparticle equation,

[ϵ + ΣGW
(ω = ϵGW

p )]ψ
GW
p = ϵGW

p ψGW
p , (24)

which also gives access to the satellite solutions. In Eq. (24), ϵ is a
diagonal matrix gathering the HF orbital energies and the elements
of the correlation part of the dynamical (and non-Hermitian) GW
self-energy are

ΣGW
pq (ω) = ∑

im

(pi∣m)(qi∣m)
ω − ϵGW

i +ΩdRPA
m − iη

+∑
am

(pa∣m)(qa∣m)
ω − ϵGW

a −ΩdRPA
m + iη

.

(25)

Because both the left- and right-hand sides of Eq. (24) depend on
ϵGW

p , this equation has to be solved iteratively via a self-consistent
procedure.

As shown by Bintrim and Berkelbach,118 the quasiparticle
equation (24) can be recast as a larger set of linear and
frequency-independent equations (which still need to be solved
self-consistently), which reads in the Tamm–Dancoff approxima-
tion,

⎛
⎜
⎜
⎜
⎜
⎝

ϵ V2h1p V2p1h

(V2h1p
)
⊺

C2h1p 0

(V2p1h
)
⊺

0 C2p1h

⎞
⎟
⎟
⎟
⎟
⎠

⋅

⎛
⎜
⎜
⎜
⎜
⎝

X

Y2h1p

Y2p1h

⎞
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎝

X

Y2h1p

Y2p1h

⎞
⎟
⎟
⎟
⎟
⎠

⋅ ϵGW , (26)

where ϵGW is a diagonal matrix collecting the quasiparticle energies,
the 2h1p and 2p1h matrix elements are

C2h1p
ija,klc = [(ϵ

GW
i + ϵGW

j − ϵGW
a )δjlδac − ⟨ jc∣al⟩]δik, (27a)

C2p1h
iab,kcd = [(ϵ

GW
a + ϵGW

b − ϵGW
i )δikδac + ⟨ak∣ic⟩]δbd, (27b)

and the corresponding coupling blocks read

V2h1p
p,klc = ⟨pc∣kl⟩, V2p1h

p,kcd = ⟨pk∣dc⟩. (28)

Going beyond the Tamm–Dancoff approximation is possible but
more cumbersome.118 Note that, contrary to the IP/EA-EOM-CC
equations, GW does couple the IP and EA sectors due to the lack of
exponential parametrization of the wave function.47,78 However, it
allows us to generate higher-order diagrams.72,119

Let us suppose that we are looking for the N “principal” (i.e.,
quasiparticle) solutions of eigensystem (26). Therefore, X and ϵGW

are square matrices of size N ×N. Assuming the existence of X−1 and
introducing T2h1p

= Y2h1p
⋅ X−1 and T2p1h

= Y2p1h
⋅ X−1, we have

⎛
⎜
⎜
⎜
⎜
⎝
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)
⊺ C2h1p 0
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⎟
⎟
⎟
⎠

⋅

⎛
⎜
⎜
⎜
⎜
⎝

1
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T2p1h

⎞
⎟
⎟
⎟
⎟
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⎛
⎜
⎜
⎜
⎜
⎝

1

T2h1p

T2p1h

⎞
⎟
⎟
⎟
⎟
⎠

⋅ R, (29)

with R = X ⋅ ϵGW
⋅ X−1, which yields the three following equations:

ϵ +V2h1p
⋅ T2h1p

+V2p1h
⋅ T2p1h

= R, (30a)

(V2h1p
)
⊺
+ C2h1p

⋅ T2h1p
= T2h1p

⋅ R, (30b)

(V2p1h
)
⊺
+ C2p1h

⋅ T2p1h
= T2p1h

⋅ R. (30c)

Substituting Eq. (30a) into Eqs. (30b) and (30c), one gets two
coupled Riccati equations,

(V2h1p
)
⊺
+ C2h1p

⋅ T2h1p
− T2h1p

⋅ ϵ − T2h1p
⋅V2h1p

⋅ T2h1p

− T2h1p
⋅V2p1h

⋅ T2p1h
= 0, (31a)

(V2p1h
)
⊺
+ C2p1h

⋅ T2p1h
− T2p1h

⋅ ϵ − T2p1h
⋅V2h1p

⋅ T2h1p

− T2p1h
⋅V2p1h

⋅ T2p1h
= 0 (31b)

that can be converted to the following CC-like residual equations:

r2h1p
ija,p = ⟨pa∣ij⟩ + Δ2h1p

ija,p t2h1p
ija,p −∑

kc
⟨ jc∣ak⟩ t2h1p

ikc,p

−∑
klcq
⟨qc∣kl⟩ t2h1p

ija,q t2h1p
klc,p − ∑

kcdq
⟨qk∣dc⟩ t2h1p

ija,q t2p1h
kcd,p = 0, (32a)

r2p1h
iab,p = ⟨pi∣ba⟩ + Δ2p1h

iab,pt2p1h
iab,p +∑

kc
⟨ak∣ic⟩ t2p1h

kcb,p

−∑
klcq
⟨qc∣kl⟩ t2p1h

iab,q t2h1p
klc,p − ∑

kcdq
⟨qk∣dc⟩ t2p1h

iab,q t2p1h
kcd,p = 0, (32b)

with Δ2h1p
ija,p = ϵ

GW
i + ϵGW

j − ϵGW
a − ϵp and Δ2p1h

iab,p = ϵ
GW
a + ϵGW

b − ϵGW
i −

ϵp. To determine the 2h1p and 2p1h amplitudes, t2h1p
ija,p and t2p1h

iab,p , one
can then rely on the usual quasi-Newton iterative procedure to solve
these quadratic equations by updating the amplitudes via
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t2h1p
ija,p ← t2h1p

ija,p − (Δ
2h1p
ija,p )

−1
r2h1p

ija,p , (33a)

t2p1h
iab,p ← t2p1h

iab,p − (Δ
2p1h
iab,p)

−1
r2p1h

iab,p. (33b)

The quasiparticle energies ϵGW
p are, thus, provided by the

eigenvalues of ϵ + ΣGW , where

ΣGW
= V2h1p

⋅ T2h1p
+V2p1h

⋅ T2p1h. (34)

Due to the non-linear nature of these equations, the iterative pro-
cedure proposed in Eqs. (33a) and (33b) can potentially converge to
satellite solutions. This is also the case at the CC level when one relies
on more elaborated algorithms to converge the amplitude equations
to higher-energy solutions.120–124

Again, similarly to the dynamical equations defined in Eq. (24),
which require the diagonalization of the dRPA eigenproblem [see
Eq. (19)], the CC equations reported in Eqs. (32a) and (32b) can
be solved with O(N6

) cost by defining judicious intermediates.
Cholesky decomposition, density fitting, and other related tech-
niques may be employed to further reduce this scaling as it is done
in conventional GW calculations.118,125–129 The G0W0 quasiparticle
energies can be easily obtained via the procedure described in Ref.
81 by solving the previous equations for each value of p separately.

V. CONCLUSION
Here, we have unveiled exact similarities between the CC and

many-body perturbation theories at the ground- and excited-state
levels. More specifically, we have shown how to recast GW and
BSE as non-linear CC-like equations that can be solved with the
usual CC machinery at the same computational cost. The con-
ventional and CC-based versions of the BSE and GW schemes
that we have described in the present work have been imple-
mented in the electronic structure package QuAcK130 (available at
https://github.com/pfloos/QuAcK), with which we have numerically
checked these exact equivalences. Similitudes between BSE@GW
and STEOM-CC have also been highlighted and may explain the
reliability of BSE@GW for the computation of optical excitations in
molecular systems.

We hope that the present work may provide a consistent
approach to the computation of ground- and excited-state proper-
ties (such as nuclear gradients) within the GW131–135 and BSE136–138

frameworks, hence broadening the applicability of these formalisms
in computational photochemistry. However, several challenges lie
ahead as one must derive, for example, the Λ equations associated
with GW47,139 and the response of the static screening with respect
to the external perturbation at the BSE level. The present connec-
tions between CC and GW could also provide new directions for the
development of multireference GW methods140,141 in order to treat
strongly correlated systems.142,143
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